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ing the extended finite element method/level set method for modelling the thermal
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length of two finite elements. The methodology presented is shown to be an effective
tool for capturing the interface phenomena and freezing interface growth using a
single uniform finite element grid. The whole formulation is packaged into a flexible,
modular and parallel library with the ability to incorporate new physics. Compar-
isons with other numerical methods as well as analytical results emphasize the
fidelity of the method in modelling the underlying physical phenomena and growth
mechanisms. Various examples of dendritic growth in two- and three-dimensions are
presented.
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1 Introduction

Modelling of dendritic growth in the solidification of pure metals and alloys
remains a significant challenge in materials science and applied physics. Suc-
cessful modelling of dendritic solidification requires both the solution of a
complex free-boundary problem and an accurate account of the surface ten-
sion and kinetic anisotropy. The first task is rendered extremely difficult by
the several orders of magnitude disparity of length scale between the thickness
of the diffusion boundary layer of heat/solute that surrounds the dendritic tip
and the microscopic capillary scale, while the second task is complicated by
the need to accurately compute the curvature of the phase interface.

The various techniques for the numerical simulation of dendrites can in prin-
ciple be divided into two basic groups - explicit interface tracking and the
diffused-interface approach. The explicit interface tracking method includes
the (conceptually) older adaptive grid techniques as well as the more recent
level set and extended finite element methods. The phase field method along
with its variants constitute the diffused-interface approach to modelling den-
dritic growth.

The phase field method belongs to a group of methods that rely on treating
a microscopically sharp-interface as a diffused-region immersed in the calcu-
lation domain. The phase field variable Φ is introduced that varies smoothly
from zero to unity between the two phases over the diffused-interface region,
which has a small but numerically resolvable thickness. This variable serves
to distribute the interfacial forces and other source terms over the diffused-
interface region. The phase field method derives its attractiveness from the
fact that explicit tracking of the interface and satisfaction of the interfacial
boundary conditions are avoided. Further, the computation of interface nor-
mals and curvature is also avoided by solving a certain evolution equation
for the phase field variable. This evolution equation can be derived from the
thermodynamics of phase transition. An additional feature of the evolution
equation for the phase field is that it contains an explicit anti-diffusivity that
maintains the thin and well defined interface region without introducing spu-
rious oscillations or violating conservation of mass. The phase field method
can be shown to reduce to the standard sharp-interface formulation in the
limit of vanishing interface thickness [1]. The computational complexity of
the problem reduces by increasing the interface thickness but the solution of
the phase field method deteriorates with increasing interface thickness. This
necessitates the grid spacing to be the order of or smaller than the interface
thickness. Wheeler et al. [2] and Wang et al. [3] have shown that the inter-
face thickness must be smaller than the capillary length for the solution to
converge to the sharp-interface limit. Karma and Rappel [4] derived improved
asymptotic coefficients for the thin-interface limit of the phase field equations,
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which improves the convergence of the method for a coarser grid density. The
restriction of grid size is generally not a problem for the symmetric model of
solidification (where the diffusivity of the solid and liquid phases are assumed
to be equal), however phase-field asymptotics for unequal diffusivities lead to
computationally complex forms which require extra grid resolution and hence
slower computational performance [5]. One other potential drawback of the
phase field method is the significant computational effort required, especially
when investigating dendritic growth in the presence of convection and mul-
tiple array dendritic growth. However, the techniques of adaptive gridding
and parallel computing have resulted in assuaging this drawback to some ex-
tent [6]. Another potential drawback of the phase field methods is that there is
a large number of parameters that are involved in the solution of the evolution
equations. Their determination for accurate physical simulation of real world
materials is rather difficult.

The growth of dendrites usually leads to a change in topology, the formation
of sharp corners and singularities as well as merging and breaking of crys-
tal structures. It is in the context of modelling such behavior that the level
set methods were developed. These techniques work by embedding the prop-
agating interface as the zero level set of a time dependent, implicit function,
and then solving the resulting equations of motion in a fixed grid (Eulerian
setting) [7,8]. This approach allows one to track the motion of very com-
plex interfaces [9–15]. One of the main difficulties associated with the use of
level set methods is solving the front propagation equation. The solution to
this partial differential equation need not be differentiable, even with smooth
boundary data. In addition, the method requires the accurate computation of
the interface normals and curvature.

Another approach for representing localized behavior using finite elements is
via using the partition of unity method [16]. The main idea of this method is
to extend the classical finite element approximation by augmenting the set of
nodal shape functions with products of a subset of these same shape functions
and local enrichment functions. The extended finite element method (X-FEM)
models arbitrarily evolving geometric features with evolving enrichment func-
tions. This results in good approximations of functions with arbitrary dis-
continuities and discontinuous derivatives which are independent of the finite
element mesh [17]. This is particularly useful for evolution problems with mov-
ing discontinuities such as crack propagation and solidification [18–21]. The
major appeal of these methods for incorporating discontinuities in finite ele-
ments is that they do not require the mesh to conform to the discontinuities
in the approximating function or its derivatives. They also avoid remeshing
for moving discontinuities. The recent coupling of the extended finite ele-
ment method with the level set method to track the interface has combined
the advantages of explicitly tracking the interface with a high accuracy and
maintaining a single uniform finite element grid. The extended-FEM/level set
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combined methodology has already been applied to simple phase change and
solidification problems in [22–24].

Dendritic microstructures generally form because of the constitutional under-
cooling in alloys and pure melts. There is enough experimental evidence to
suggest that fluid flow can have a significant effect on the morphology of the
microstructure [25]. Melt convection adds new length and time scales to the
problem and results in morphologies that are potentially very different from
those generated purely by diffusive heat and solute transport. Further, the
evolving microstructure can also result in new and possibly complicated flow
phenomena. Phase field methods have been used extensively to simulate the
growth of two-dimensional dendrites with melt flow [26,27]. Other dendritic
growth finite element based simulations with melt flow including front-tracking
techniques are presented in [28–32].

In the present work, a hybrid X-FEM/level set method is used to simulate
the growth of dendrites for pure materials in the presence of melt convection.
A dimension-independent formulation is described that extends the conven-
tional X-FEM approximation to include the effects of melt convection. The
issue of numerical stabilization of the resulting convection-diffusion thermal
problem is addressed. Techniques implemented for efficient computation and
optimization at various stages of the numerical scheme are discussed. Do-
main decomposition of the computational domain for parallel computing is
described. A highly modular, efficient and flexible software library has been
developed that ensures the ease of incorporating new physics and investigating
other related solidification phenomena. A single regular grid is used for the
entire simulation. To the best of our knowledge, this is the first reported effort
in applying the extended finite element method to dendritic solidification that
includes melt flow effects for both two- and three-dimensional solidification
growth.

The plan of the paper is the following. Section 2 briefly introduces the problem
of interest, while Section 3 summarizes the relevant fundamentals of the X-
FEM method. Section 4 provides the algorithmic developments for modelling
the transport phenomena and interface growth conditions and summarizes the
implementation of the fast marching scheme for re-initialization and velocity
extension. Section 5 considers a number of benchmark examples in order to
allow us to evaluate the accuracy and efficiency of the X-FEM approach. Some
conclusions are finally drawn in Section 6.
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2 Governing equations

Consider the domain Ω as shown in Fig. 1 filled with a pure material. At every
time step and in each location in the domain Ω, the material is either solid
or liquid. The region where the material is solid is represented as Ωs while
the liquid region is represented as Ωl (Ω = Ωs ∪ Ωl). The interface between
the solid and liquid phases is denoted by Γint. The outward normal to the
interface from Ωs is denoted by ns. The temperature field is represented as
T (x, t). To describe the interface, we construct a field φ such that at any time
t, the interface is equal to the zero level set of φ, i.e.

Γint(t) = {x ∈ Ω : φ(x, t) = 0} . (1)

The field φ is here taken as a signed distance function φ(x, t) defined as follows:

φ(x, t) = min
y∈Γint

‖ x − y ‖ sign(ns · (x − y)), (2)

where φ(x, t) is positive in the liquid region, negative in the solid region and
zero at the interface.

Ωs

ΩlΓintns

Γn

Γd

Γn

Γn

Fig. 1. Problem schematic and nomenclature for dendritic solidification growth in
an undercooled melt.

In the cases where fluid flow is considered, the fluid enters the domain from
the top with a velocity Vin and leaves the domain at the bottom (see Fig. 1).
On the bottom boundary, where the fluid leaves the domain, a zero pressure
condition is applied. No slip boundary conditions are imposed on the remaining
sides of the domain.
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The governing equations for the temperature evolution are:

∂T

∂t
+ v.∇T = αl∇2T, x ∈ Ωl, (3)

∂T

∂t
= αs∇2T, x ∈ Ωs, (4)

where αs and αl denote the thermal diffusivities of the solid and liquid phases,
respectively. The conditions on the boundary Γ (= Γd ∪ Γn) of Ω are

T = Td, x ∈ Γd, (5)

kl∇T · n = q, x ∈ Γn. (6)

In most of the cases examined, the heat flux q is set to zero. The initial
temperature of the melt is taken to be at an undercooling (with respect to
the melting temperature Tm) denoted by ∆T . The jump condition (Stefan
condition) on the solid-liquid interface is given by:

LV = ks
∂Ts

∂n
− kl

∂Tl

∂n
, (7)

where V is the interface velocity (normal component to the interface), L is
the latent heat of fusion and ks, kl represent the thermal conductivities of the
solid and liquid phases, respectively. The temperature at the interface also
satisfies the Gibbs-Thompson relation

T = Tm − εcκ − εvV, (8)

where κ is the curvature of the propagating interface, εc is the surface tension
coefficient and εv is the kinetic mobility coefficient. The parameters εc and εv

are usually anisotropic.

A diffused-interface model is used in the solution of the momentum equations.
The interested reader can refer to [27] for a discussion regarding the accuracy
of the solution obtained with such models for various values of the interfacial
thickness. Instead of considering the sharp-interface explicitly tracked by φ(x),
the interface is smeared out over the region φ(x) ∈ [−w,w], where in this
work, w is usually taken as the size of a typical finite element used in the
discretization of the problem. This diffused-interface is characterized by the
liquid volume fraction Φ. In the liquid region Φ is 1, while in the solid region
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Φ is set to zero. The function Φ(x) is defined as follows:

Φ(x, t) =



























1, φ(x, t) ≥ w,

0, φ(x, t) ≤ −w,

φ(x, t)/2w + 0.5, φ(x, t) ∈ [−w,w].

(9)

Following the approach summarized in Zabaras and Samanta [33], the volume-
averaged momentum and continuity equations (applied to the whole domain
Ω) are given as follows:

∂v

∂t
+ ∇ ·

(

vv

Φ

)

=−∇p +
p

Φ
∇Φ + ∇ · [Pr(∇v + (∇v)T )]

−(1 − Φ)2

Φ2

Pr

Da
v, (10)

∇ · v = 0, (11)

where v from now on is the volume-averaged velocity equal to Φ < vl >l, with
< vl >l the intrinsic volume-averaged melt velocity. Also, Pr is the Prandtl
number (Pr = νl

αl
) and Da is the Darcy number given by Da = Ko/Ls

2 where
Ko is the permeability constant in the Kozeny-Carman equation and Ls is the
characteristic length of the system. For simplicity of the model, the densities
of the two phases are taken the same and buoyancy effects are considered
negligible. For a complete list of publications related to the derivation of the
above equations, the interested reader can refer to [33].

Remark 1. The Kozeny-Carman model used in Eq. (10) was introduced as a
matter of convenience due to its widespread use in macroscopic solidification
simulators. As our main emphasis is in modeling sharp-front solidification
problems, other models of diffused mushy zones can be used as well without
significant changes in the computed solutions (see Section 5.5). Such models
may include the variable viscocity approach advocated in [26].

3 Extended finite element method

In the standard finite element formulation for Eqs. (3)-(4), the basis functions
are at least C1 continuous within elements. The need for enrichment comes
from representing the temperature gradient discontinuity given in Eq. (7) in-
side elements. Such discontinuities are arbitrary with respect to the fixed grid.
The standard FEM is modified by locally extending the basis functions and
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approximating the solution as follows [16]:

T (x) =
n

∑

i=1

Ni(x)Ti +
nE
∑

j=1

ψj(x)aj, (12)

where Ni(x) are the standard finite element shape functions for the node i, Ti

are the nodal degrees of freedom, ψj(x) are the enrichment functions and aj

are the nodal enrichment degrees of freedom. Here, n and nE are the number
of nodal standard degrees of freedom and nodal enriched degrees of freedom,
respectively.

We will briefly review this formulation with more details provided in [16–20].
The enriched elements are defined as the elements that are cut by the interface
as determined by the values of the level set function. A node is enriched if at
least one of the edges containing it is intersected by the interface. The set of
enriched nodes is just the union of the enriched nodes of all enriched elements.
Since the interface is evolving with time, the set of enriched elements and nodes
is also changing with time. The schematic of enrichment is shown in Fig. 2.
To each of the enriched nodes we associate the additional degrees of freedom
{aj}. The mapping between the enriched degree of freedom j and the standard
degree of freedom i is denoted here as i(j) and defined as i = i(j) = {the
standard numbering of the node (dof) whose enriched numbering is j}. The
enrichment shape function ψj is defined for each enriched node j. It is usually
represented as Ni(j)(x)gi(j)(x), where gi(j)(x) is the enrichment kernel [17].

Fig. 2. The definition of enriched nodes (◦) and enriched finite elements (△).

The functions ψj are required to be linearly independent with each other and
with the standard finite element basis. The corresponding derivatives of T are
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given by [23],

∇T (x) =
n

∑

i=1

∇Ni(x)Ti +
nE
∑

j=1

∇ψj(x)aj, (13)

where,

∇ψj(x) = ∇Ni(j)(x)gi(j)(x) + Ni(j)(x)∇gi(j)(x). (14)

A discontinuity can be represented by constructing gi(x) such that ∇gi(x) is
discontinuous inside elements. A popular way to construct gi(x) such that the
derivative of gi(x) is discontinuous is [24]

gi(x) = |φ(x)| − |φi|, (15)

∇gi(x) = sign(φ(x))∇φ(x), (16)

where φ(x) is the level set field and φi is the nodal value of the level set
field. An obvious advantage of this construction is the zero contribution of
the enrichment to the nodal temperature values. As a result, the nodal value
of the temperature field after enrichment is still the standard nodal degree
of freedom. For the derivation of the finite element equations for the thermal
problem, it is convenient to write the enriched approximations as

T (x, t) =
n

∑

i

N̂i(x)T̂i(t), (17)

or in matrix form

T (x, t) = N̂
T
(x)T̂(t), (18)

where

N̂
T
(x) = [N1, N2, . . . , Nn, ψ1, ψ2, . . . , ψnE ], (19)

T̂
T
(t) = [T1, T2, . . . , Tn, a1, a2, . . . , anE ]. (20)

The level set φ and the velocity v are discretized by the standard finite element
basis so that

φ(x, t) =
n

∑

i=1

Ni(x)φi(t), (21)
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v(x, t) =
n

∑

i=1

Ni(x)vi(t). (22)

Note that in this work, enrichment is only used in the solution of the thermal
problem to allow us to model the interface discontinuity in heat flux and thus
accurately compute the interface growth conditions. While enrichment can be
used in a front-tracking approach to the solution of the momentum equations
that enforces the no slip conditions on Γint, we have selected to use the single-
domain volume-averaged approach (Eq. (10)) to avoid an unnecessary increase
in the cost of the simulation without sacrificing the accuracy of the solution.

Remark 2. In the work presented in this paper, we only use structured finite
element grids for the solution of the temperature and flow fields. However,
note that in solving the level set sub-problem (see Section 4.1) we do have
a choice of using the fast marching method (using an overlapped triangular
mesh) or the ODE-based re-initialization scheme (using a structured grid).

4 Numerical implementation

4.1 Computing the level set function φ

The level set variable φ is used to explicitly track the interface Γint as well as
to compute the enrichment kernel gi(x). Initially, φ is set equal to the signed
distance function from the interface Γint. The idea behind the level set method
is to move φ with the correct speed V at the interface, which is extracted from
Eq. (7). The equation of motion governing φ is given as

φt + F |∇φ| = 0, (23)

where F is the extension of the interface velocity V (see Section 4.2). This
equation moves φ with the correct speed at the interface so that Γint will
always be equal to the zero level set of φ. To solve Eq. (23), a Galerkin/least-
squares (GLS) finite element scheme is used [24]. Using standard notation, it
takes the form:

Nel

A
e = 1

∫

Ωe

N e

(

∂φ

∂t
+ F |∇φ|

)

dΩe

+
Nel

A
e = 1

∫

Ωe

(

F

|∇φ|∇N e · ∇φ

)

τ e
φ

(

∂φ

∂t
+ F |∇φ|

)

dΩe = 0, (24)
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where N e is the shape function for element e and the stabilization parameter
τ e
φ is defined as

τ e
φ =

ǫhe

| F | ,

where he is the length of the element e and ǫ is a parameter that is set to a
value of 10−3 in all the calculations presented here. Finally, Nel is the number
of elements in the discretized domain.

Equation (24) leads to the following linear system:

Aφ̇ = b. (25)

The elemental contributions of A and b are given as:

Ae
ij =

∫

Ωe

(N e
i + GLSe

i ) N e
j dΩe, (26)

be
i =−

∫

Ωe

(N e
i + GLSe

i ) F |∇φ| dΩe, (27)

where N e
i is the local elemental shape function at node i and GLS is the

Galerkin least squares weighting function defined as

GLSe
i = τ e

φ∇N e
i · ∇φ

|∇φ|F. (28)

We finally note that in the implementation of the level set algorithm discussed
here (Eq. 24), calculations were performed in only a small portion of the
domain Ω (narrow band around the interface). Section 4.2 elaborates further
on this topic.

Due to the complexity of dendritic solidification problems, the computed level
set function will eventually deviate from the signed distance function. So after
computing the temperature and level set fields for several time steps, a re-
initialization step is required to restore the level set function to signed distance
while keeping its zero level set contour undisturbed. These techniques are
reviewed next.
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4.2 Re-initialization and velocity extension

Re-initialization techniques based on the finite difference method are described
in detail in [7,8]. In an effort to make our developments suitable for coupling
with FEM-based solvers for heat transfer and fluid flow, we provide a simple
extension of the fast marching method to finite element grids and use it to
implement the re-initialization procedure. For convenience, we will only em-
phasize re-initialization to the positive region φ > 0. Re-initialization to the
negative region φ < 0 follows a similar methodology.

P

A B

C

Q

R

S

Fig. 3. Fast marching scheme for an unstructured grid in two dimensions.

In the fast marching method, each node is given a tag. There are three types of
tags: ‘alive’, ‘band’ and ‘far-away’. These tags are given based on the distance
of the node from the interface. This is shown schematically in Fig. 3 where the
‘alive’, ‘band’ and ‘far-away’ nodes are shown as black, gray and empty circles,
respectively. For a detailed discussion on the nomenclature and methodology
used in the fast marching technique, the interested reader is referred to [7].
Briefly, an ‘alive’ node implies that φ has already been re-initialized on the
node and can be used to re-initialize other nodes. Nodes adjacent to ‘alive’
nodes, which in addition have all their neighbors within an element marked
‘alive’, are ready to have their values computed and are marked as ‘band’
nodes. Other nodes are simply marked as ‘far-away’.

The essential idea of the method is “ .. to sweep the front ahead in an upwind
fashion by considering a set of points in a narrow band around the existing
front, and to march this narrow band forwards, freezing the values of existing
points and bringing new ones into the narrow band. The key is in the selection
of which grid point in the narrow band to update” (pp. 88, [7]).

In each iteration, the ‘band’ node with the smallest value of φ (since φ deter-
mines the distance to the interface) will have its value reinitialized. The fast
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marching method uses a balanced heap data structure to store all the ‘band’
nodes with the node that has the smallest φ always at the root. Details of
implementation of heap data structures are given in [7,8].

When we reinitialize the value at a ‘band’ node P , there could be more than
one element, which has all nodes ‘alive’ except P (e.g. elements (A,B, P ) and
(A,C, P ) shown in Fig. 3). We define as upwind element of a ‘band’ node,
the element with the smallest average φ over all its ‘alive’ nodes. This upwind
element is used to reinitialize the value to the ‘band’ node. For example, if
φA+φB < φA+φC , then element (A,B, P ) in Fig. 3 will be selected as upwind
element to extend value to node P .

Application of the fast marching method involves estimating the level set
variable for a node from its ‘alive’ neighbors. Previous work [8] describes how
to apply this extrapolation for structured grids. For finite element grids, the
problem boils down to estimating φP on node P from values at ‘alive’ nodes
of its upwind element (e.g. φA on node A and φB on node B for the 2D
case shown in Fig. 3). In the following derivations, we discuss the formulation
of extending values for the 2D case with similar calculations applied to 3D
problems. Consider a node P marked as ‘band’, with two nodes upwind to
it (A and B), marked ‘alive’. Using the gradient of φ (computed at node P),
∇φ = (φ,x, φ,y)

T , in this upwind element, one can write the following:







∆xA ∆yA

∆xB ∆yB













φ,x

φ,y





 =







∆φA

∆φB





 ,

where ∆φA ≡ φA −φP , ∆xA ≡ xA − xP and ∆yA ≡ yA − yP . For convenience,
we re-define φP , φA, φB as φ, φ1, φ2 and introduce the matrix M as

M ≡







∆xA ∆yA

∆xB ∆yB







−1

.

In order to calculate φ (that is, φP ), we take







φ,x

φ,y





 = M







φ1 − φ

φ2 − φ





 .

According to the signed distance property of the level set function, the relation
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||∇φ|| = 1 holds, leading to the following:

2
∑

i=1





2
∑

j=1

Mij(φ − φj)





2

= 1. (29)

With the grid-related matrix M and φj known, Eq. (29) becomes a quadratic
equation for computing φ. Generally, Eq. (29) will have two roots. In the
positive region (φ > 0), the larger root is used. Otherwise, the smaller root
is used. Numerically, if the φ value near the interface deviates significantly
from signed distance, the above quadratic equation may not attain any real
root. Although this is not the case in any of the simulations reported in this
paper, for such pathological cases we assume φ to be φ1+φ2

2
thus leading to an

algorithm that is robust under any circumstances.

Finally, we note that the fast marching scheme requires a triangle mesh in
2D, or a tetrahedral mesh in 3D. For convenience of generating the com-
putation mesh and using rectangular (2D) or regular hexahedral (3D) ele-
ments for X-FEM, overlapped meshes are used in our calculation. The level
set related calculations (solving level set equation, re-initialization and nor-
mal/curvature calculation) are performed on a smaller triangular/tetrahedral
grid generated by dividing each rectangular(2D)/ regular hexahedral (3D) el-
ement into triangular/tetrahedral elements. Since the level set evolution and
update is specifically used to capture the dynamics of the interface growth,
the computational domain for the level set related calculation includes only a
narrow band around the interface [34]. This smaller domain includes elements
within a specified distance from the interface. For example, Fig. 4 shows the
narrow band used at time 15000 for the solvability case with under-cooling
0.55 discussed later in this paper (see Section 5.3). The thicker lines mark the
boundaries of the narrow band. In all calculations reported in this work, the
boundaries of the narrow band are defined by the |φ| = 15 × ∆x contour,
where ∆x is the element size of the rectangular grid.

4.3 Computing the temperature field T

The weak form of the temperature evolution applicable to the whole domain
Ω is given as follows:

1

∆t

∫

Ω

δT (T n+1 − T n)dΩ +
∫

Ω

δTv · ∇TdΩ +
∫

Ω

∇δT · (α∇T )dΩ =

∫

Γn

δTqdΓ, (30)
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0 100 200 300
0

100

200

300
Zero level set (Interface)

Boundary of the inner grid
(reduced computational domain)

Fig. 4. Narrow band for level set calculation at time 15000 (solvability case with
under-cooling 0.55).

where the diffusivity α takes the corresponding values of the solid/liquid
phases depending on the location of the integration point with respect to
the interface, the velocity v is zero in the solid phase and q is the imposed
heat flux on the boundary Γn of the domain.

To account for convection-dominated thermal transport, an SUPG (streamline-
upwind Petrov Galerkin) stabilization is introduced by taking δTα as follows:

δTα = Nα + τ∇Nα · v, (31)

where the subscript α refers to the node number and τ is the stabilization
parameter [33]. In the case of an enriched element, the enriched basis functions
(for the enriched dof) are Nαgα, where gα is the enrichment kernel function.
The test function for the enriched degrees of freedom takes the following form:

δTα = Nαgα + gατ∇Nα · v + τ [Nα∇gα] · v. (32)

By substituting Eq. (18) in Eq. (30) and using Eqs. (31) and (32), the following
discrete equations are obtained:

1

∆t
MT̂

n+1
+ KT̂

n+1
+ CT̂

n+1
=

1

∆t
M*T̂

n
+ fn+1

q , (33)

where
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M=
Nel

A
e = 1

∫

Ωe

(N̂ + N̂
n+1

SUPG)T N̂
n+1

dΩe, (34)

M* =
Nel

A
e = 1

∫

Ωe

(N̂ + N̂
n+1

SUPG)T N̂
n
dΩe, (35)

K=
Nel

A
e = 1

∫

Ωe

α∇(N̂
n+1

)T∇N̂
n+1

dΩe, (36)

C=
Nel

A
e = 1

∫

Ωe

(N̂ + N̂
n+1

SUPG)T
v∇(N̂

n+1
)dΩe, (37)

fq =
Nel

A
e = 1

∫

Γn,e

(N̂
n+1

)T qn+1dΓe, (38)

where N̂SUPG is the SUPG part of the test function, defined along the lines
of N̂ (cf Eq. (18)). The system to be solved is a linear system

AT̂
n+1

= b, (39)

where

A=
1

∆t
M + K + C, (40)

b=
1

∆t
M*T̂

n
+ fn+1

q . (41)

Since the geometry of the interface is independent of the finite element mesh,
it becomes necessary to modify the quadrature routines for the volume inte-
grals given in Eqs. (34)-(37). For elements intersected by the interface, the
classical quadrature rules may not be accurate enough to capture the discon-
tinuities and the change in material properties across the interface [17,35]. An
approach similar to that used in [23] is followed in this work by using a subdivi-
sion of the enriched elements into quadrilaterals/hexahedrals. In n dimensions
(n = 2, 3), we divide the element that is cut by the interface into rn smaller
quadrilaterals/hexahedrals. Extensive numerical investigations revealed that a
value of r = 10 is more than sufficient to accurately model the discontinuities
in 2 dimensions while a value of r = 6 was found sufficient for 3 dimensional
problems. This amounts to 400 Gauss quadrature points per enriched element
in 2D and 1728 Gauss quadrature points per enriched element in 3D.

To enforce the interface temperature condition given in Eq. (8), we exploit
the fact that for bi/tri-linear finite elements, the temperature is linearly dis-
tributed along any interface segment. The constraint condition is enforced at
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the points where the interface intersects the element boundaries (see Fig. 5 for
the 2D case). For each intersection point I of the interface with an element
boundary, we can write the interface temperature condition as:

Enriched nodes

Points where the interface intersects the elements

Fig. 5. Enforcing the interface temperature constraint.

GT
I T̂ − Tm

I = 0 (42)

where Tm
I is the melting temperature at point I and GI is the column vector

consisting of the basis functions evaluated at I. In fact, GT
I T̂ is the interpola-

tion of T at the intersection point I using the nodal values (Ti, ai). Then the
constraint for the whole interface can be formulated as

GT̂ − Tm = 0 (43)

where G is the matrix with ith row equal to GT
i and Tm is the column

vector with ith row equal to Tm
i . Incorporating this constraint with a penalty

formulation in Eq. (39) results in the following:

(A + λGTG)T̂ = b + λGTTm (44)

where λ is the penalty parameter. The penalty enforcement is implemented
once one determines the points where the interface intersects the element
edges. At these points, the enriched shape functions are evaluated and then
used to compute G. In two dimensions, the interface intersects a quadrilateral
grid at two and only two points (assuming it is not coincident with an edge). In
three-dimensions, the two-dimensional subdomain of intersection of a regular
hexahedral element with the interface could have 3, 4 or 5 points of intersection
with the element edges. This calculation is implemented by looping over pairs
of nodes and comparing the nodal level set values for a change in sign. A
change in sign would represent a cutting point in between these nodes.
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After the temperature update has been performed for a time step, the evolu-
tion of the interface requires computing the interface heat fluxes. The speed at
which the front propagates is given by Eq. (7). One method used to evaluate V
involves a simple jump calculation [12]. Consider a point xd on the interface.
Two points xs and xl are chosen on either side of the point xd such that xs

lies on the solid side and xl on the liquid side:

xs, l = xd ±
∇φ

‖ ∇φ ‖δxn, (45)

This calculation makes sure that the two points on either side of the interface
lie on the normal (at xd) to the interface. The distance of these points to
xd is determined by the parameter δxn. The temperatures Ts, Tl, Td at the
three points are evaluated using the enriched interpolation functions. As these
temperatures are obtained using the enriched basis functions, the jump across
the interval 2δxn is implicitly calculated. Then the normal front velocity is
given by

V =
1

L
[ks

Ts − Td

δxn

− kl
Td − Tl

δxn

]. (46)

Extensive numerical investigations showed that taking δxn to be in the range
of 10% − 20% of the element size resulted in very good results for the front
velocity. We have also implemented the domain integral method used in [36],
however the implementation given above was shown to be more efficient and
accurate within the developed framework. An alternative approach to deriva-
tive jump treatment can be found in [37].

4.4 Computing the melt velocity v

As noted earlier, for the velocity evolution, the sharp-interface is considered
to be diffused over two elements. We treat the diffused-interface as a narrow
mushy-zone. Volume-averaging is then applied to the whole region. The ve-
locity in the solid region is set to zero, so that no-slip condition is applied at
the solid/liquid interface. The formulation is briefly summarized below with
more details provided in [33]. The function spaces Sv and Sp as first defined
as follows:

Sv ≡ {v|v ∈ Lnsd
2 , divv ∈ L2,v = 0 on Γwall},

Sp ≡ {p|p ∈ L2,
∫

Ω

pdΩ = 0}.
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The classical Galerkin formulation for the flow problem can be then stated
as: Find V ≡ {v, pl} ∈ Sv × Sp such that for all W = {w, q} ∈ Sv × Sp,
B(W,V) = L(W) holds, where

B(W,V ) =
∫

Ω

w · (∂v

∂t
+ v · ∇

(

v

Φ

)

+
(1 − Φ)2

Φ2

Pr

Da
v)dΩ −

∫

Ω

p∇Φ · wdΩ

−
∫

Ω

Φp∇ · wdΩ +
∫

Ω

Pr∇w · (∇v + ∇v
T )dΩ +

∫

Ω

q∇ · vdΩ,

L(W ) =−
∫

Ω

w · ΦPrRaT θegdΩ.

where RaT is the thermal Rayleigh number used to denote buoyant convection
effects. In our examples we do not consider buoyant effects, but include it in the
formulation for generality. In the finite element implementation of the Navier-
Stokes equations, stabilizing techniques are needed to accommodate equal
order interpolation velocity-pressure elements. A stabilized FEM technique
for porous media flows is presented in [33] and is briefly discussed below.
After introducing a modified pressure space S ′

p as follows:

S ′

p
def
= {p|p ∈ H1(Ω)

∫

Ω

qdΩ = 0}, (47)

the stabilized weak form is the following: Find V = {v, p} ∈ Sv × S ′

p such
that for all W = {w, q} ∈ Sv × S ′

p the following holds:

Bstab(W,V) = Lstab(W), (48)

where:

Bstab(W,V) = B(W,V) +
∫

Ω

F(v, p) · G(w, q)dΩ +
∫

Ω

τ5∇ · v∇ · wdΩ,

Lstab(W) = L(W) +
∫

Ω

{ p

Φ
∇Φ − Φ Pr(RaT θ)g} · G(w, q)dΩ,

where we defined:

F(v, p) =
∂v

∂t
+ v∗ · ∇

(

v

Φ

)

+ ∇p +
(1 − Φ)2

Φ2

Pr

Da
v − Pr∇2

v, (49)

G(w, q) = τ1v∗ · ∇
(

w

Φ

)

− τ2
(1 − Φ)2

Φ2

Pr

Da
w − τ3Pr∇2

w + τ4∇q, (50)
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with v∗ a divergence-free velocity that in the implementation of Eq. (48) at
a given time is usually taken as the known velocity at the previous time step.
The particular values of the parameters τ1, . . . , τ5 used in this work are given
in [33].

4.5 Summary of the algorithm

The computational efficiency of the methodology is improved by taking into
account the following:

(1) Global linear system - Using local enrichment strategy, the total degrees
of freedom (dof) include the standard dof and the local enriched dof.
We give all grid points two degrees of freedom – the standard and the
enriched. For the non-enriched nodes, the number of enriched degrees of
freedom is set zero as essential boundary condition in the global system.
The actual size during evaluation of the temperature is just the total
number of DOF’s (standard + enriched).

(2) Parallel computing - With the aid of the PETSC library, the matrix
system can be easily parallelized. The parallelized KSPGMRES solver is
used for solving the assembled linear systems.

(3) Predetermination of terms - On integration points, we need to evaluate
the weights w, shape function N(x), and its derivative ∂N

∂x
. These terms

are only evaluated on all the Gauss points of the first element. Their
values on other element’s Gauss points are the same as the evaluated
values on the corresponding Gauss points of the first element. For the
enriched elements, the neighboring information (neighboring nodes and
neighboring elements) is necessary to reconstruct the interface. This in-
formation can also be predetermined for all the elements so that no search
is required in later calculations.

Once the initial conditions are set, the velocity, temperature and the level
set variable are consecutively updated. A summary of the algorithm is given
below:

(1) Update temperature
• Update the enrichment functions ψ
• Enforce essential boundary conditions
• Loop over all elements:

· If element is not enriched: compute the sub-matrices
· If element is enriched: Subdivide the element in rnsd (see Section

4.3) parts and compute the sub matrices for each sub element
• Enforce the penalty constraint
• Assemble the global matrix and solve the linear system
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• Calculate the normal front velocity and extend over the narrow-band
(2) Update level set

• Enforce essential boundary conditions
• Loop over all elements:

· compute the GLS factor
· compute the sub-matices

• Assemble the global matrix and solve the linear system
• Re-initialize the level set variable to the signed distance

(3) Update the melt velocity
• Compute the volume fraction Φ
• Enforce essential boundary conditions
• Loop over all elements:

· compute the stabilizing terms
· compute the sub matrices

• Assemble the global matrix and solve the linear system

5 Numerical examples

This section provides validation of the extended finite element methodology
used here through comparisons with various analytically solvable solidification
problems and other bench marked dendritic solidification problems. This is
followed by examples investigating the effects of fluid flow and undercooling
on the shape of the growing crystal.

5.1 Solidification in two-dimensional corner

Solidification in an infinite corner was simulated by solving the Stefan problem
in one-quarter of a square region [0, 1] × [0, 1]. The temperature boundary
condition applied at the corner surface x = 0, y = 0 is Tc = −1oC. The initial
uniform liquid temperature is Tin = 0.3oC and the melting temperature is
Tm = 0oC. This problem was solved analytically by Rathjen and Jiji [38], for
the case of equal thermal diffusivities in both phases. The analytical solution
is given in the following form:

y∗ =
(

λu +
C

x∗u − λu

)1/u

, (51)

where C = 0.159, u = 5.02, λ = 0.70766, y∗ = y/
√

4at and x∗ = x/
√

4at. The
thermal diffusivity is here taken as a = 1.0 m2/s. The domain was discretized
using a relatively coarse 50×50 grid. The computed non-dimensionalized front
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location (at t = 0.5) is compared with the analytical solution (dark circles) in
Fig. 6. The extended finite element captures the phase transition accurately
even with a coarse grid.
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Fig. 6. Comparison of the non-dimensional front for solidification in a 2D corner.

5.2 Rapid solidification of a circle: long-time behavior

The temporal evolution of an interface separating two phases has been studied
for its large time behavior by Caginalp [39]. Their study involved adaptation of
the renormalization group and scaling theory to the phase transition problem.
The characteristic length, R(t), governing the morphology of late stage growth
was found to vary as t1/2 in 3D and as t in 2D. This problem allows us to test
the validity and accuracy of the formulation for large times. In the present
example, the growth of a circular disc (initial radius 1, initial temperature 0oC,
melting temperature Tm = 0oC) is considered in an undercooled melt. Since
the theoretical trends are obtained for rapid solidification, the non-dimensional
undercooling has a correspondingly large value of −0.5. Both surface tension
and kinetic undercooling effects are included (εc = −0.008, εv = −0.008). The
boundary temperature is maintained at temperature T = −0.5. Figure 7 plots
the variation in the diameter of the growing disk with time. Notice that there is
an initial period during which the growth is super-linear. In accordance to the
theoretical predictions, after the initial growth period, the growth dynamics
is linear with time.
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Fig. 7. Variation with time of the diameter of a rapidly solidifying cylinder.

5.3 Comparison with solvability theory

The sharp-interface Stefan problem has been studied extensively using micro-
scopic solvability theory in determining the steady-state features of dendritic
growth. According to solvability theory, the Stefan problem admits a family
of discrete solutions, with the only stable solution corresponding to the fastest
growing dendrite. This unique solution is also characterized by a unique tip
shape and tip velocity. This problem has been solved using a level set method
by Kim et al. [13] and has been extensively investigated using the phase field
approach by Karma and Rappel [40] and by Provatas et al. [41]. The growth
of a circular disc, with a four-fold growth axis of symmetry is simulated for
comparison with the prediction of solvability theory. The grid considered is a
200 × 200 quadrilateral element grid. The computational domain is a square
region of side length 800. The computational domain is taken to be one quarter
of the physical domain because of symmetry considerations. The grid length
for this simulation is ∆x = 2 while the time step is ∆t = 50. The initial ra-
dius of the seed is R = 30 and its temperature is set to 0. The undercooling is
−0.55. The interface temperature is evaluated through the following formula:

T = −do (1 − 15ǫcos(4θ)) κ, (52)

where ǫ = 0.05 is the anisotropic strength, θ is the angle made by the interface
normal with the x axis and do = 1.0 is the capillary length scale. Time is
nondimensionalized as τ = tα

d2
o

while the tip velocity is nondimensionalized

as Ṽtip = Vtipdo

αl
(this non-dimensionalization is used everywhere else in this
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Fig. 8. On the left, variation of dimensionless tip velocity with time. On the right,
temperature contours.

work, unless otherwise specified). The boundaries of the domain are all kept
insulated. The growth velocity of the initially circular seed is around 0.06
(Fig. 8, left). It monotonically drops down and tapers off asymptotically after
τ ≈ 11000. The tip velocity reaches a steady-state value of 0.017 as predicted
by solvability theory. The steady-state temperature contours are shown in
Fig. 8 (right). Notice that the tips of the dendrite have a lower temperature
than the rest of the dendrites due to the curvature induced undercooling.
Fig. 9 shows the final shape of the dendrite and the growth velocities. As
predicted by solvability theory, the velocities of the dendrite tips are much
larger than those on the rest of the dendrite body. Notice that the plot of
the dimensionless tip velocity with respect to dimensionless time is not very
smooth during the transition to the asymptotic limit. This is due in part to
the formation of secondary dendritic tips along the main arm of the crystal
that could lead to temperature fluctuations resulting in mild oscillations in
the tip velocity. This issue is addressed next.

Provatas et al. [42] have simulated this solvability example using an adaptive
grid based phase field model. In their results, the primary dendrite appears
to grow symmetric secondary dendrites. Under the same growth conditions
(but smaller time) Kim et al. [13] using a purely level set formulation failed
to capture these secondary dendrites. The enriched finite element simulator
was used to run an enlarged problem (three times the original domain, under
the same conditions) to see if the methodology presented here could capture
the secondary dendrites. The grid density for this problem is the same as the
solvability case solved above. Figure 10 shows the steady state shape of the
crystal in the extended domain. Our simulation proceeds to give symmetric
secondary dendrites on all branches.
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Fig. 9. On the left, the final shape. On the right, the tip velocities.

The reason for the suppression of the secondary dendrites could be due to
the fact that extensive use of the re-initialization procedure (based on solv-
ing an ODE to steady state) used in [13] for the level set tends to smooth
out any curvature irregularities. Changes in the curvature coupled with local
temperature changes lead to the formation of secondary dendrites. The ex-
tensive application of re-initialization damps out the formation of secondary
dendrites. In this sense, the fast marching technique does not diffuse out any
curvature.

We also implemented the reinitialization procedure used in Kim et al. [13].
Comparing the reinitialization procedure (with the fast marching method) by
running the same case gave interesting results. For fewer number of itera-
tions (of the reinitializing procedure), it is possible to capture the secondary
dendrites, but the shape loses some of its inherent symmetry. There is also
some amount of instability in the simulator due to the lesser number of re-
initializations. Increasing the number of iterations results in the dramatic sup-
pression of any secondary dendrite formation.

5.3.1 Grid-convergence studies

As stated earlier, the solvability problem has an analytical result for the steady
state tip velocity (0.017). The problem is also complex enough to serve as a
benchmark study to investigate the effects of grid density. In this subsection,
the variation in the shape of the growing solid and the steady state tip velocity
is calculated for grid sizes 50, 100, 200, 300 and 350. Figure 11(a) shows the
crystal shape. Notice that the shapes computed using the three finest meshes
are indistinguishable. Figure 11(b) shows the steady state tip velocity variation
with the grid size. The tip velocity obtained with a 200×200 grid is 0.017132,
that obtained with a 300 × 300 grid is 0.017012, while the tip velocity is
0.017001 when computed using the 350 × 350 grid. Figure 12 plots the error
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Fig. 10. Steady-state crystal shape obtained at time τ ≈ 17500 for a simulation in
an extended domain.

(difference of the tip velocity from the analytical tip velocity) as a function
of the grid size. The error plot (Fig. 12) reveals that the convergence of the
interface tip velocity is super-linear with respect to the mesh size.
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Fig. 11. (a) Crystal shape versus grid density, (b) Tip velocity versus grid density.

5.3.2 Grid-orientation effects

A simulation was conducted to demonstrate that artificial grid anisotropy is
negligible in the present methodology. The solvability example is solved with
an undercooling of −0.65 on a computational grid of 400 × 400 quadrilateral
elements for two different sets of preferred directions given by the relation

T = −do (1 − 15ǫcos(4(θ + θs))) κ. (53)
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Fig. 12. Tip velocity error versus grid density.

Figure 13 shows the temperature contours for two values of θs, 0 and π
4

which
correspond to rotating the coordinate axes by 0 and 45 degrees, respectively.

Fig. 13. Effect of grid anisotropy: rotation of the grid by 45o (τ = 15000).

5.3.3 Low-undercooling effects

Plapp and Karma [43] developed a novel methodology coupling a Monte-Carlo
sampling technique with a conventional finite differences approach to simulate
growth of a crystal under small under-cooling conditions. The same solvability
problem as above but with undercooling of −0.30, in a region of quarter sym-
metry [0, 300] × [0, 300], is simulated to verify if the extended finite element
methodology is able to capture the effects of small undercooling dynamics. The
computational domain was divided into 200×200 quadrilateral elements. The
temperature contours and interface position at dimensionless time τ = 5000
are shown in Fig. 14. These results compare well with those presented in Plapp
and Karma [43]. The next simulation considered, involved reducing the un-
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dercooling further to a value of −0.1. The simulation domain is taken to be a
quarter square of dimensions [0, 160] × [0, 160]. For this problem, the prefer-
ential anisotropy is removed (see [43] for more details). This leads to growth
preferentially along the higher-harmonics. This can be seen in the temperature
contours and interface position in Fig. 15.
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Fig. 14. Temperature contours and interface position for growth under low under-
cooling, ∆T = 0.3.
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Fig. 15. Temperature contours and interface position for growth under low under-
cooling, ∆T = 0.1.

5.4 Three-dimensional dendritic growth

Karma and Rappel [40] simulated the growth of dendrites in an undercooled
melt using a phase field approach. Plapp and Karma [43] used a mixed finite
differences (FD) - MC method for simulating three-dimensional (3D) dendritic
solidification at low-undercooling. Schmidt [44] and Bansch and Schmidt [28]
used a deforming mesh approach to simulate 3D solidification. Jeong et al. [45]
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used an adaptive phase field method to simulate the growth of a 3D seed in the
presence and absence of fluid flow. In this example, the growth of a spherical
seed (of an initial radius R = 30) placed in an under-cooled melt is simulated.
This simulation was previously performed by Jeong et al. [45]. Initially, the
temperature in the melt is maintained at an undercooling of ∆T = −0.45. All
the sides of the domain are insulated. Anisotropy is introduced through the
direction-dependent coefficient in the Gibbs-Thompson equation:

T = −do

(

(1 − 3ǫ)(1 +
4ǫ

1 − 3ǫ
(n1

4 + n2
4 + n3

4))
)

κ, (54)

where do = 0.5, ǫ = 0.05 and ni are the components of the normal unit vector
along the ith coordinate axes. The physical domain considered was a cube
of dimension [−400, 400]3 but only an octant of the cube was used for the
computation. This domain was discretized by a 70×70×70 grid. The steady-
state temperature distribution and the crystal shape are given in Fig. 16. The
anisotropy leads to preferential growth of arms in six normal directions.
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Fig. 16. On the left, temperature contours. On the right, steady-state crystal shape
(τ = 80).

The tip velocity reaches a steady-state value around 0.029 as shown in Fig. 17.
This is in good comparison with the value of the tip velocity of 0.031 reported
in [45]. It should be noted that the steady-state tip velocity in the 3D case is
about 1.65 times the steady-state tip velocity obtained in the corresponding 2D
case. The problem was re-run with a finer grid (74×74×74). This resulted in a
slight increase in the steady state tip velocity to about 0.0305. This compares
very well with the results for the tip velocity of 0.030 published in [45]. The
computation using the finer mesh took about 12 hours to reach steady-state
on a Pentium IV processor.
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Fig. 17. Evolution of the tip velocity for a 3D diffusion-based growth using two
different grids.

5.5 Dendritic growth in the presence of convection

We consider the modelling of equiaxed dendritic growth of a pure substance
into a uniformly supercooled melt that is flowing around the crystal. This
case was extensively investigated by Beckermann et al. [27] using a phase field
approach while Al-Rawahi and Tryggvasson [31] studied the same problem fol-
lowing an explicit front-tracking approach. The same problem is investigated
here to compare our methodology with those given above and furthermore
to emphasize the computational advantages of the extended finite element
method. The physical domain extends from −400 to 400 in both x and y di-
rections. Since the problem is symmetric about the y axis, a computational
domain [0, 400]× [−400, 400] is considered. This computational domain is dis-
cretized using a 200 × 400 grid. The mesh elements used are uniform quadri-
lateral elements. The initial temperature in the melt is −0.55, and the fluid
flowing through the inlet has a fixed inlet temperature of −0.55. The other
sides of the domain are insulated. The inlet velocity is set at Vin = 1.0. No slip
boundary conditions are imposed on the vertical walls and a pressure bound-
ary condition is imposed at the outlet. The material has a Prandtl number of
23.1.

Figure 18 shows the temperature and streamline contours at three different
times. As reported in [27], there is significant distortion of the temperature
with higher temperature gradients upstream. The upstream tip grows the
fastest while the downstream tip has the smallest growth velocity. The time
variation of the tip velocities is given in Fig. 19. The downstream tip velocity
has not reached a steady-state even at the end of the simulation. The upstream
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tip velocity reaches a steady value while the tip normal to the flow direction
shows a slightly oscillating behavior. The scaled steady-state upstream tip
velocity is 0.0246 as compared to the value of 0.0244 obtained in [27,31]. The
upstream tip radius for this case turns out to be 6.1 which is in agreement
with the results in [31]. The upstream tip radius appears to reduce due to the
introduction of flow. The ‘tilting’ of the dendritic arms normal to the flow in
the direction opposite the flow direction is observed. This angle of growth is
around 0.74o to the x axis.

Fig. 18. Two-dimensional solidification with convection: Temperature and stream-
line contours at scaled times 10, 60 and 100.
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Fig. 19. Two-dimensional solidification with convection: Tip velocities as a function
of time.

The present simulation took around 30 minutes to complete on a 1 GHz Pen-
tium IV desktop. This is about 10 times faster than the solution in [27] ob-
tained with a similar discretization (200 × 400 versus 288 × 576) (though the
authors in [27] state that their code was not fully optimized).

The inlet velocity Vin and the undercooling ∆T both play a role in the evolu-
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tion of the crystal shape. We simulated growth of the crystal for two sets of
growth conditions. In the first set of simulations, the inlet velocity was varied
from 0.01 to 0.1 while keeping the undercooling constant. This was done to
understand the effect of flow at constant undercooling. The shapes of the crys-
tals for two sets (∆T = −0.55,−0.35) of undercoolings are given in Fig. 20.
At the lower undercooling, increasing the inlet velocity caused considerable
variation in the heat transfer between the upstream and downstream regions.
The growth of the lower tip is stunted even at moderate inlet velocities and is
highly suppressed at higher velocities. Similarly the upstream tip velocities are
very sensitive to the inlet velocity. Interestingly, a higher undercooling results
in smoothing the variation between the upstream tip and the downstream
tip. Notice that at higher undercoolings, the sensitivity of the crystal shape
to the inlet speed decreases, though the average tip velocity increases with
the undercooling. The time for the tip to reach the end of the computational
domain is a measure of the average rate of growth. The growth rate increases
(nearly) linearly with the undercooling (5000 dimensionless steps for −0.55,
8500 dimensionless steps for −0.45, 13000 dimensionless steps for −0.35).
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Fig. 20. Two-dimensional solidification with convection: Crystal shapes at various
inlet velocities with undercoolings of −0.35 (left) and −0.55 (right).

Figure 21 shows the final crystal shapes for growth with an inlet velocity
0.05 and 0.10 and different undercoolings. As the undercooling increases the
rate of growth increases appreciably in the downstream direction, as well as
in the direction normal to the flow. Further more, with an increase in the
undercooling, the curvature of the crystal, near the cusp between two arms,
increases. Notice that there is a reduction in the ‘tilting’ of the side branches
at the higher undercooling. We feel that this is mainly due to the fact that
the tip has reached the end of the computational domain and the confinement
effects of the flow push the tip downward. It is found that as the inlet velocity
increases, the upstream tip grows faster and the downstream tip grows slower.
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However for the perpendicular tip, its evolution does not change significantly.
For a given inlet flow velocity, the velocity of all the tips increases significantly
as the undercooling increases. The following observations are made from this
study:

• Increased fluid flow as well as increased undercooling both increase the
growth rates

• The effect of increased fluid flow is more prominent at lower undercoolings
• Increasing undercooling while keeping Vin constant increases the net growth

rate nearly linearly
• The side branches are relatively unaffected by changes in flow but are af-

fected by changes in undercooling
• Increased undercooling for the same flow speed results in more uniform

growth between the upstream and downstream tips
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Fig. 21. Two-dimensional solidification with convection: Crystal shapes at various
undercoolings with inlet velocity of 0.05 and 0.10.

Remark 3: The modelling of the fluid flow is performed using the volume-
averaging technique after assuming that the sharp-interface is smeared out
across two elements. This mushy zone is characterized by the liquid fraction
that is defined in terms of the level set function. The momentum equation
is then solved in the whole computational domain instead of just the liq-
uid region. The assumption of the Kozeny-Carman permeability model is not
based on the physics of the problem (which is that of sharp-solidification). It is
rather a convenient tool for an accurate implementation of the fluid flow prob-
lem that satisfies the no-slip boundary condition near the interface. Figure 22
shows the velocity vectors near the interface during the growth of the crys-
tal. This figure corresponds to an inlet velocity of 0.1 and an undercooling of
−0.55 and dimensionless time 1000. The physical domain extends from −400
to 400 in both x and y directions. But since the problem is symmetric about
the y axis, a computational domain [0, 400] × [−400, 400] is considered. This
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computational domain is discretized using a 200 × 400 uniform quadrilateral
elements. The fluid flowing through the inlet has a fixed inlet temperature of
−0.55. The material has a Prandtl number of 23.1. The rest of the simulation
parameters are as defined in the examples above. Note that the fluid velocity
near the interface drops down to negligible values. The velocity of the fluid was
extracted at discrete points on the interface. The largest velocity magnitude
is of the order of 3 × 10−5. To emphasize the fact that the momentum evo-
lution solution technique is not particularly important (as long as the no-slip
velocity condition is satisfied), we simulated the same problem using a dif-
ferent methodology for the momentum equation. Tonhardt and Amberg [26]
used a variable viscosity model to enforce the no-slip boundary condition. In
this method the viscosity of the material in the solid is much larger than the
viscosity in the melt, with the viscosity varying according to a pre-determined
function (dependent on the liquid fraction) across the interface. In our sim-
ulation, we assumed the viscosity of the solid to be 1000 times the viscosity
of the melt, varying smoothly (linearly) across two elements near the inter-
face. Figure 22 (right) shows the velocity vectors near the interface during the
growth of the crystal. In this case too, the maximum velocity magnitude on
the interface is negligibly small, in the order of 7 × 10−6.

0 25 50 75 100 125
-70

-60

-50

-40

-30

-20

-10

0

10

20

30

40

50

60

70

0 25 50 75 100 125
-70

-60

-50

-40

-30

-20

-10

0

10

20

30

40

50

60

70

Fig. 22. Velocity vectors near the interface. On the left: volume averaging model,
On the right: variable viscosity model.

5.6 Three-dimensional dendritic growth in the presence of convection

In this section, we address the ability of the extended finite element formula-
tion to deal with three-dimensional dendritic growth in the presence of con-
vection. Two examples are considered in this section.
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5.6.1 Growth under low-undercooling
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Fig. 23. Evolution of the tip velocities.

Al-Rawahi and Tryggvasson [32] investigated the three-dimensional growth of
a crystal in the presence of convection. The seed grew in a melt which had
a low-undercooling. The dimensions of the physical domain considered are
[−5100, 5100]3. A spherical seed of initial size 2r = 300 is placed in the center
of the domain. Fluid enters the domain from the top. The fluid is initially at
an undercooling of ∆T = −0.15. The melting temperature is 0.0. The fluid
entering the domain has a temperature T = −0.15. All the other boundaries
are insulated. Equal material properties for the two phases are considered. The
fluid has unit Prandtl number. The inlet velocity is Vin = 0.002. The material
has unit heat capacity (Cp), latent heat(L) and conductivity (k). These values

lead to St = Cp∆T
L

= 0.15, Pr = 1.0, Pe = kVindo

Cp
= 0.002 (see [32] for

more details of the problem). No slip boundary conditions are imposed on the
vertical boundaries. The Gibbs-Thompson relation has an anisotropic surface
tension effect given by

ǫ = do(1 − As(4(n3
1 + n3

2 + n3
3) − 3)) (55)

where where do = 1.0 and As = 0.3. Because of symmetry, the computational
domain is [0, 5100]× [0, 5100]× [−5100, 5100]. The domain is descretized into
uniform regular hexahedrals. The number of elements are 46× 46× 92 respec-
tively in each coordinate direction. Al-Rawahi and Trygvasson used 2563 ele-
ments for the same problem. The time evolution of the tip velocities is plotted
in Fig. 23. The upstream and downstream tip velocities and the velocity of the
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perpendicular tip at the end of the simulation are 0.00058, 0.00022, 0.00044,
respectively. The velocity results shown here compare well with the velocities
of upstream tip = 0.00052, downstream tip = 0.00024 and perpendicular tip
= 0.00039 given in [32]. The shape of the crystal is shown in Fig. 24.

Fig. 24. Three-dimensional crystal growth with convection under low-undercool-
ing conditions: On the left, top view and on the right, side view of the crystal at
τ = 1.5E07.

5.6.2 Growth under high-undercooling

A spherical seed of radius 20 is placed at the origin in an initially quiescent
undercooled melt. The degree of undercooling of the melt is ∆T = −0.45. The
thermal diffusivity is α = 4 and the Prandtl number is Pr = 23.1. At t = 0,
fluid flows into the system from the top boundary. On the vertical walls, no
slip boundary conditions are imposed. The physical domain is [−200, 200] ×
[−200, 200]× [−200, 200]. The computational domain is taken to be [0, 200]×
[0, 200]× [−200, 200]. The domain is discretized using a 100× 100× 200 grid.
The temperature of the fluid flowing in at the inlet is maintained at ∆T .
Insulated boundary conditions are maintained on the vertical sides. Other
conditions include anisotropy given by:

T = −do(1 − ǫ(4(n1
4 + n2

4 + n3
4)) − 3)κ, (56)

with do = 0.5 and ǫ = 0.05.

This case has been investigated by Jeong et al. [45] using an adaptive mesh,
phase field simulation. The present computation took about 20 hrs on 32
nodes of the V II node cluster at the Cornell Theory Center. Though the
simulation was moderately compute intensive, the visualization of the data
was the hardest part of the analysis. Each time step yielded about 300 MB of
data that had to be analyzed on a local machine.
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Fig. 25. Three-dimensional growth with melt convection: Evolution of the tip ve-
locities.

The large value of the inlet velocity causes the thermal boundary layer to be
suppressed upstream. Fig. 25 plots the evolution of the upstream, downstream
and the tip velocity normal to the flow direction. It is seen that the upstream
tip grows at an increased rate (versus the case without melt flow) as expected.
The upstream tip velocity (non-dimensionalized) reaches a value of about
0.0345 which is 15% more than the case with out fluid flow. The downstream
tip has a tip speed of about 0.0248 which is about 17% lower than the steady
state diffusion tip speed. Notice that the downstream tip velocity decreases,
then sharply increases and then drops again. This is explained by looking at
the shape of the developing crystal in the presence of convection. The top view
and elevation of the crystal are shown in Fig. 26. The sphere is constrained
to grow in the six preferred directions (along the co-ordinate axes). The fluid
flow leads to an increase in the tip velocity in the upstream direction and
a consequent decrease in the tip velocity in the downstream direction. With
further growth of the crystal, the flow passes between the growing arms of
the crystal. The non-interacting colder fluid that flows between the arms of
the dendrites leads to the formation of the small globules near the lower part
of the crystal as seen in Fig. 26. This causes the flow to re-attach and leads
to the increase in the downstream tip velocity. However, further growth of
the globules cuts off the thermal gradient near the lower tip. This leads to a
gradual reduction in the downstream tip velocity. Though none of the other
investigations of this problem have revealed this phenomena, we assert that
this is because the present simulation is resolving a much smaller length scale
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using the increased number of grid points (2 × 106) as well as resolving the
interface better using the enriched finite element approximation.

Fig. 26. Three-dimensional growth with melt convection: On the left, top view and
on the right, side view of the crystal at τ = 80.

6 Conclusions

We have presented a dimension-independent methodology to simulate the
growth of dendrites in the presence of convection. The formulation involved us-
ing the extended finite element/level set method to simulate the temperature
evolution and a volume-averaged stabilized finite element formulation for the
velocity evolution. The solution of the velocity field involved the assumption
that the sharp-interface is smeared out across two elements.

The simulations showed that the extended finite element is an attractive tool
for capturing various phase transition phenomena in a computationally effec-
tive way. The moving interface can be accurately captured in 2D and 3D by
using a single uniform grid. The object-oriented nature of the implementation
drastically improved the ease of introducing melt convection. Further efforts
to include the effects of concentration effects on the growth morphology are
being undertaken.
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