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Abstract

A thermodynamic—kinetic model is presented for the simulation of phase change and solute redistribution during
solidification of binary, one-solid-phase (fcc) copper alloys containing Ag, Al, Ni, P, Sn or Zn. Depending on the alloy
composition, the cooling rate and the dendrite arm spacing, the model determines the phase fractions and compositions
during solidification. In addition, it calculates important thermophysical material properties (enthalpy, specific heat,
thermal conductivity, density and viscosity) from the liquid state down to room temperature. These data are important
input data for other models, such as heat transfer and thermal stress models, whose reliability has become more and
more dependent on the input data itself. The model is validated comparing calculated results with experimental data of

literature. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Since the 1960s, several models have been de-
veloped to simulate solidification and the related
solute redistribution in metallic alloys, as reviewed
by Rappaz [1] and Flemings [2]. Most of these
models assume that the dendritic structure is col-
umnar having some simplified form and that there
is no macroscopic solute transport and no local
solute gradients in the liquid phase. With these
simplifications, the mathematical treatments can
be made in one-volume-element located at the side
of a dendrite arm. During the last decade, a ther-
modynamic—kinetic model of interdendritic solid-
ification (IDS) [3-5] was developed for steels. In
that model, the main instruments of the conven-
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tional solute redistribution models, i.e., the mate-
rial balance equations and Fick’s laws of solute
diffusion, were incorporated into a proper set of
thermodynamic chemical-potential-equality equa-
tions, which relate the phase interface composi-
tions to both the temperature and the phase
stabilities. Due to the thermodynamic approach of
the model, important enthalpy-related data can be
produced for other models simulating the heat
transfer in steel castings. The model also calculates
other thermophysical properties, such as thermal
conductivity, density and viscosity.

This paper shows an IDS-type model for binary
copper alloys containing Ag, Al, Ni, P, Sn or Zn.
The new model, copper alloy solidification for bi-
nary one-solid-phase alloys (CASBOA), deter-
mines the fractions and compositions of the liquid
and solid (fcc) phase at any temperature during
solidification. In addition, the model calculates
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thermophysical material properties, i.e., enthalpy,
specific heat, thermal conductivity, density and
viscosity, from the liquid state down to room
temperature. These data can be used as input data
for other models simulating the heat transfer in
copper alloy castings.

In the following, the principles of the calcula-
tion strategy are presented (Section 2) and algo-
rithms and data are shown and validated for the
calculation of thermophysical material properties
(Section 3). Next, sample calculations are pre-
sented for pure copper and some binary copper
alloys (Section 4) and the results of model are
compared with some experimental data of solidi-
fication (Section 5). Finally, a thermodynamic
model and data applied in the CASBOA model are
presented (Appendix A) and earlier optimised data
of solute diffusion and dendrite arm spacing [6] are
shown and validated with experimental data (Ap-
pendices B and C).

2. Simulation of solidification

The CASBOA model simulates the fcc solidifi-
cation of binary copper alloys containing Ag, Al,
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Ni, P, Sn or Zn. All calculations are made stepwise

in one volume element set on the side of a dendrite

arm (Fig. 1). This one-volume-element method is

typical for most solute redistribution models and is

based on the following assumptions [3]:

e The dendritic structure is regular and has a hex-
agonal arm arrangement.

e There is no solute change between the volume
element and its surroundings.

e There is complete solute mixing (no local solute
gradients) in the liquid phase.

The simulations in the volume element are also

based on certain assumptions. The most important

of them greatly simplifying the mathematical

treatment are:

e Thermodynamic equilibrium is reached at the
fec/liquid phase interface.

e The difference in the molar volumes of the liquid
and fcc phases is negligible.

e No undercooling is required before the forma-
tion of fcc phase from the liquid phase.

The equations of the simulation are divided into

equations dealing with the thermodynamic equi-

librium at the phase interface (Section 2.1) and

those dealing with the solute diffusion in the solid

phase (Section 2.2). The calculations are made
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Fig. 1. Volume element on the side of a dendrite arm during the fcc solidification.
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stepwise [3] in three phase regions, L (liquid state),
L + fcc (mushy zone) and fcc (solid state) (Section
2.3). In regions L and fcc, the temperature is de-
creased with steps AT whereas in region L + fcc,
the liquid fraction is decreased with steps Af;. In
the latter case, a step division of Af; = 0.0208 for
1<j<5,Af; =(90—)-0.00025 for 6<,;<87
and Af; = 0.005 for j=87 was chosen, to get an
accurate description of the fcc/L interface move-
ment in the liquid end of the volume element.

2.1. Equations of thermodynamic equilibrium

The thermodynamic equilibrium at the fcc/L
interface is determined with the chemical-poten-
tial-equality equations as:

:uéu(T’xl};) = :quCﬁ(Tvxgc)v (1)
ps(T,xg) = w5 (T, x5°), (2)

where u is the chemical potential of component i
in phase ¢, T is the temperature, and x5 and xit*
are the compositions (in mole fraction) of solute B
at the phase interface (Fig. 1). Terms u? based on
the substitutional solution model [7] are defined in
Appendix A. Appendix A also shows the proper
thermodynamic data for their calculation, based
on recent thermodynamic assessments of binary
Cu-B systems (B=Ag, Al, Ni, P, Sn, Zn).

2.2. Equations of solute diffusion

For the simulation of interdendritic solidifica-
tion, one also needs a material balance equation
for the determination of compositional changes in
the volume element, resulting from the phase in-
terface movement. Assuming a hexagonal ar-
rangement for the dendrite arms (Fig. 1), the
following material balance equation was derived
for the fcc/L interface:

At O’ — ) =/t (o = xp')
- }f}CC/L(Ta xgc7 Dgc) (3)

Here, f" is the liquid fraction, Af" is the fractional

movement of the fee/L interface, x5¢ is the fec in-

terface composition and x§° is the liquid compo-
sition before movement Af™ (Fig. 2). Term S§</"

L_
= Hi =Hi 5
(=] %
= 4
g fee/L YA
CC.
‘E i\ 2' xil‘cc
[-%]
Q |
5 §
L

© Aft

fce g

fr'w f'L T
dendrite Phase fractions interdendritic
axis area

Fig. 2. Change of the solute material balance in the volume
element caused by the movement of the fcc/L phase interface.

includes Fick’s first law of diffusion and describes
the amount of material in the fcc phase leaving the
fcc/L interface (Fig. 2). Its general form is
SE/L — 4. Dl Ar- GEY Jd2, where D' s the
diffusion coefficient of solute B in the fcc phase, At
is the time increment spent during the fractional
movement of the fcc/L interface, G’];”/ " is the
concentration gradient at the fcc/L interface and d
is the dendrite arm spacing. Time increment At is
related to temperature T as At = (T° —T)/T,
where T° is the temperature of the previous cal-
culation step and 7 is the cooling rate. Concen-
tration gradient Gy/" is related to the interface
composition xi° as GE/" = (xfee — yfec') /( /pfee/L
—/f/M), where x& is the composition at dis-
tance /f/% — \/f*/V from the fcc/L interface
(ffec/L is the fraction from the dendrite axis to the
position of the fcc/L interface and f*/Y is the
fraction from the dendrite axis to the position
where composition equals to x£¢). As x&¢' can be
obtained from the concentration profile resulting
from the diffusion simulation with Fick’s 2nd law
(shown later in this section), parameter S]f;c/ " in
fact, becomes a function of temperature 7, inter-
face composition x&¢ and diffusion coefficient Dfe,
as shown by Eq. (3). It also becomes a function of
cooling rate 7 and dendrite arm spacing d but
these are known as input values of the model.
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Finally, one needs so simulate the diffusion of
solute B in the fcc phase. This is made applying an
implicit finite difference method [3] to the solution
of Fick’s 2nd law
axgcc __ pfce a2xg:c

or B 98z2 )

As a result, one gets the concentration profile of
the solute in the fcc phase.

Proper data for the calculation of diffusion co-
efficients D¢ and dendrite arm spacing d, opti-
mised from the experimental data of literature, are
shown in Appendices B and C.

2.3. Strategy of calculation

This section shows how Egs. (1)—(4) are used in
different phase regions, L (liquid state), L+ fcc
(mushy zone) and fcc (solid state). In addition, in
each phase region, the thermophysical material
properties are calculated. The proper equations for
this are given in Section 3, i.e., only their “call” in
different stages of the process is outlined here.

2.3.1. Region L

The solidification of an alloy starts at its liqui-
dus temperature, and in the binary copper alloys
of this study, with a formation of the fcc phase.
The liquidus temperature (7 = Tijq) and the
composition of the fcc phase () are solved from
Eqgs. (1) and (2) by fixing the liquid composition
equal to the nominal composition as xj = xj>™.
Then, the temperature is decreased stepwise as
T=T-AT from Tyax = 1300 °C (maximum
temperature of simulation) to the liquidus tem-
perature, and the thermophysical material prop-
erties are calculated at each temperature as shown
in Section 3. After that, the process is removed to
region L + fcc.

2.3.2. Region L + fcc

In region L +fcc, the solidification process is
simulated by decreasing the liquid fraction f* with
steps as fT = f& — AfT. In every step, parameters
T, x¢ and x§ are solved from Egs. (1)—(3). After
solving these equations, the thermophysical mate-
rial properties are calculated (Section 3) and the
solute diffusion in the fcc phase is simulated with

Eq. (4) using time increment Az = (T° — T)/T. The
solidification is continued in region L + fcc until,
with liquid fraction f* = 0, the process is removed
to region fcc. When solving Egs. (1)—(3), note that
the value of concentration gradient ch/ " included
in function S§*/" must be known in each step. This
is estimated from the concentration profile of the
solute obtained from the solution of Eq. (4) in the
previous step. Exceptionally, if the temperature
becomes lower than the temperature of the peri-
tectic or eutectic reaction of the system (taken
from the binary phase diagram), the simulation is
ended and the solidus temperature is fixed as
TsoL = Tpua — AT’, where Tpya is the temperature
of the formation of a new phase due to the reac-
tion and AT’ is a temperature increment deter-
mined on the basis of the fcc/L-interface growth
history and an estimated increase in the growth
during the reaction. In different binary systems,
temperature Tpya takes the following values:
Tpua = 777°C in Cu-Ag (eutectic reaction, Ag-rich
fcc phase formed), Tpga = 1036 °C in Cu-Al (eu-
tectic reaction, bcc phase formed), Tpya = 714°C
in Cu-P (eutectic reaction, Cu;P phase formed),
Tpua = 797°C in Cu-Sn (peritectic reaction, bcc
phase formed) and Tpys = 902°C in Cu-Zn (peri-
tectic reaction, bec phase formed).

2.3.3. Region fcc

In region fcc, temperature is decreased stepwise
as T =T — AT. At each temperature, the thermo-
physical material properties are calculated (Section
3) and the solute diffusion in the fcc phase is sim-
ulated with Eq. (4) using time increment
At = AT/T. At room temperature, 25°C, the sim-
ulation is ended.

3. Calculation of material properties

If a certain thermophysical material property is
known for individual phases, while knowing the
fractions and compositions of these phases as a
function of temperature (resulting from the CAS-
BOA simulation), one is able to calculate this
property for a chosen alloy from the liquid state
down to room temperature. Important solidifi-
cation related thermophysical properties are
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enthalpy-related data (enthalpy, specific heat and
latent heat of phase change), thermal conductivity,
density and viscosity. Algorithms for calculating
these properties are described in the following
sections.

3.1. Enthalpy-related data
According to the classical thermodynamics, the

molar enthalpy (J/mol) and the molar heat ca-
pacity (J/K mol) of a system can be expressed as

H:G—T(Z—?)P, (5)

where G is the molar Gibbs energy of the system
(J/mol). For a phase mixture containing liquid
phase (L) and fcc phase, the molar Gibbs energy
can be given as

G :fLGL 4 (1 _fL)chc7 (7)

where f* is the fraction of liquid (=1 — ™)
and G? is the molar Gibbs energy of phase
¢ (¢ =L, fcc), both obtained from CASBOA
calculations. For a binary copper alloy, G is ex-
pressed as shown in Appendix A. Finally, knowing
H and Cp of Egs. (5) and (6), one can approximate
the latent heat of solidification as

TLiQ

L = H(Tugq) — H(TsoL) — / CpdT, (8)

TsoL

where Ti1q and Tsop are the liquidus and solidus
temperatures of the alloy. When applying the
enthalpy-related data to heat transfer calculations,
one may use either the enthalpy function of Eq. (5)
directly or the heat capacity function of Eq. (6)

! For heat transfer models, H and Cp are usually given in
units J/g and J/g K, respectively. In the latter case, Cp is called
as specific heat. The proper unit conversion is made dividing the
original H value (J/mol) and Cp value (JJK mol) with the
molar weight of the alloy, M (g/mol). This is defined as M =
(1 —x§OM) . My +x§OM - My, where Mc, and Mp are the
molar weights of pure copper and component B, respectively,
and xf°M is the nominal composition (mole fraction) of
component B in the alloy.

with the latent heat value calculated from Eq. (8).
Assessed thermodynamic data for the calculation
of G?, and finally, H, Cp and L via Eqgs. (5)—(8), are
shown in Appendix A.

3.1.1. Validation of enthalpy-related data derived
from thermodynamic data

As stated above, the enthalpy-related data can
be derived from the assessed thermodynamic data
shown in Appendix A. As the assessed data are
always validated with experimental measurements,
such as those of phase equilibrium, component
activity and mixing enthalpy, they should repre-
sent the best possible description of the overall
thermodynamic properties of the system. How-
ever, as the common (and reasonable) trend is to
apply a minimum amount of calculation parame-
ters in the assessments, it is sometimes impossible
to get good agreement with all the available ex-
perimental data. It is quite common that the
assessor has to favour some experimental mea-
surements in regard to some other measurements.
Hence, if no emphasis or only little emphasis was
given on the enthalpy measurement of the system,
there is a risk that the thermodynamic data does
not give a reliable estimation of enthalpy in that
system. In the earlier study [8], it was checked
whether this is true for certain binary Cu-B alloys
(B=Ag, Al, Fe, Mn, Ni, Si, Sn and Zn) for which
experimental enthalpy-related data are available.
In the following, the same procedure is repeated
for pure copper and those Ag, Al, Ni, Sn and Zn
containing copper alloys solidifying in the fcc
mode only.

First, enthalpy-temperature functions H(T)
were calculated for pure copper and binary copper
alloys containing 5%Al, 10%Ni, 20%Ni, 30%Ni,
40%N1, 5%Sn, 10%Sn, 4.5%Zn, 10.9%Zn, 18.7%Zn,
23.2%Zn and 29.7%Zn (all compositions in wt%
except for Zn in at.%). The experimental enthalpy
data are from [9] for pure copper, from [10] for
Cu—Zn alloys and from [11] for the other alloys.
The calculations were carried out as follows. In
one-phase region ¢ (L and fcc), f* =1 and
Eq. (A.1) of Appendix A was directly inserted into
Eq. (5) to calculate H. In the case of pure copper,
xb =0 (ie., x% = 1), and in the case of alloys,
xjy = x§°M (nominal composition of the alloy). In
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two-phase region L+ fcc (alloys only), composi-
tions x and xi¢ were solved with Egs. (1) and (2),
liquid fraction f“ was calculated as f' =
(x§OM — xfee) /(xL — xf)  (equilibrium  solidifica-
tion), G~ and G™ were calculated by Eq. (A.1) of
Appendix A, G was calculated by Eq. (7), and H
was calculated by Eq. (5). By making these one-
phase and two-phase calculations as a function of
temperature, enthalpy functions H(T) were ob-
tained for pure copper and the binary alloys (in
each case, enthalpy was expressed relative to the
enthalpy of first experimental data point in the
liquid phase). Table 1 shows the average error
between the experimental and calculated enthalpy
data. The average error term in the last column is
defined as 100 - Z(|H™P — H|) /n/HOPMAX where
the summation covers the n experimental data

Table 1

Average error between the experimental and calculated enth-
alpy data for pure copper and binary copper alloys (shown also
are the number of the experimental data points and the tem-
perature ranges of the data)

Alloy Data T (°C) Average
points error (pct)

Cu 17 25-1427 0.4

Cu + 5wt%Al 33 122-1203 2.0

Cu + 5wt%Sn 30 122-1203 0.9
Cu + 10wt%Sn 26 122-1203 0.9
Cu + 10wt%Ni 25 367-1217 0.4
Cu + 20wt%Ni 26 367-1253 1.3
Cu + 30wt%Ni 28 367-1296 2.2
Cu +40wt%Ni 28 367-1323 2.4
Cu +4.5at.%Zn 12 127-1112 1.4

Cu+10.9at.%Zn 12
Cu+18.7at.%Zn 10
Cu+23.2at.%Zn 12
Cu +29.7at.%Zn 12

127-1112 2.4
127-1032 4.1
127-1067 0.7
127-1097 1.3

Table 2

points of the alloy and H*»MAX is the maximum
experimental enthalpy value of the data (note that
HPMAX wag applied as a divisor since H%P may
equal to zero). As can be seen, the agreement is
reasonable for any alloy.

Next, mixing enthalpies, Hyyy, were calculated
for binary liquid copper systems containing Ag,
Al Ni, Sn and Zn, and binary fcc copper systems
containing Ni and Zn. The experimental enthalpy
data of these systems are from [10,12-27] for the
liquid phase, and from [10,28-34] for the fcc phase.
The calculations were carried out with Eq. (5), by
inserting Eq. (A.2) of Appendix A with ¢ = L and
¢ = fcc into it. Table 2 shows the average error
between the experimental and calculated mixing
enthalpy data for each system. The average
error term in the last column is defined as
100 - Z(|Hgh — HEL ) /n/HaR'™,  where  the
summation covers the n experimental data points
of the system and HJY' X is the maximal exper-
imental mixing enthalpy value of the data (note
that HORMAX was applied as a divisor since since
Hyly may equal to zero). As can be seen, the
agreement is reasonable for most systems. For
the liquid Cu—Al system and the fcc Cu—Ni system,
the agreement was quite moderate but this is only
due to the scatter in the experimental data. In fact,
even in these systems, the calculated data well
represented the average (though scattered) beha-
viour of the experimental data.

A test was also made for heat capacity, by
calculating heat capacity functions Cp(7) for bi-
nary Cu-B alloys containing 3%Al, 30%Ni,
40%Ni, 10%Zn and 30%Zn (all compositions in
wt%). The experimental heat capacity data of these
alloys are from [35-37]. The calculations were

Average error between the experimental and calculated mixing enthalpy data for the liquid and fcc phases of binary copper systems
(shown also are the number of the experimental data points, and the composition and the temperature ranges of the data)

System Cu-B Phase Data points XB T (°O) Average error (pct)
Cu-Ag L 34 0.01-0.4 1100-1102 24
Cu-Al L 20 0.08-0.5 1100-1427 15.2
Cu-Ni L 20 0.025-0.515 1200-1480 7.7
Cu-Sn L 33 0.025-0.5 724-1167 9.1
Cu—Zn L 12 0.045-0.5 1000-1127 6.7
Cu-Ni fee 14 0.025-0.42 500-1000 12.1
Cu-Zn fee 36 0.015-0.365 25-327 4.8
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carried out as for the enthalpy functions H(7T)
described above. In each alloy, good agreement
was obtained between the calculated and experi-
mental heat capacity data.

Finally, calculated latent heat of pure copper
was compared with the experimental data of lit-
erature [9-11,17,38-40]. The calculated wvalue,
L=13263 J/mol, exactly equals to the average
experimental value of these seven studies.

3.2. Thermal conductivity

Knowing the liquid fraction L from the CAS-
BOA simulation, the thermal conductivity of an
alloy is calculated as

k= (1= fOk + 4. fr4" ©)

where k" and k™ are the thermal conductivities of
the liquid and fcc phases, and A4 is a constant-value
parameter describing the effect of convection upon
the thermal conductivity of liquid (e.g., with
A =1, there is no effect due to convection). In the
following sections, specific functions are optimised
for k- and k™, using experimental data of litera-
ture.

3.2.1. Liquid phase

There is little information of the thermal con-
ductivity in liquid copper alloys [41]. In the present
study, these data were fitted to the form of the
following function:

kL =dcu +bCuT+CCuT2
+ (ap+bpT +cpT*)Cy +dpCy - 107%,  (10)

where k" is in W/K m, temperature 7T is in °C and
composition CL is in wt%. The form of Eq. (10)
was chosen due to the observed tendency of sol-
utes to decrease thermal conductivity drastically at
low solute contents but less drastically with in-
creasing solute contents. In the CASBOA simu-
lation, Cf represents the nominal liquid
composition before the solidification and the in-
terdendritic liquid composition during the solidi-
fication. Parameters a, b, ¢,d and n for copper and
different solutes were solved with the regression
analysis and their values are shown in Table 3. In
the case of Ag, the parameters were exceptionally

Table 3

Parameters a, b, c,d and n of Eq. (10) for the calculation ther-
mal conductivity (W/K m) in pure liquid copper and binary
liquid copper alloys

a b c d n
Cu 134.407 0.026743 0
Ag —-0.005 0.000159 0 0 0
Al -2.654 0 0 —-16.162 0.04
Ni -2.654 0 0 -12.122 0.04
P 0 0 0 —486.360 0.50
Sn -2.474 0 0 -14.779 0.04
Zn -2.118 0 0 -14.942 0.04

derived from the tabulated thermal conductivity
data of pure Cu [41] and pure Ag [42]. In the case
of phosphorus, one should notice that Eq. (10)
yields reasonable results up to the content of 1
wt% P only.

3.2.2. Fcc phase

Also in fcc copper alloys, increasing solute
contents decrease the value of thermal conduc-
tivity drastically, but no longer at high solute
contents. Using the experimental data of pure
fcc copper [43] and fcc copper alloys [42,44-46],
the following function was optimised for the
calculation of thermal conductivity in the fcc
phase:

kfcc = dcy + bCuT + CCuT2
+ (CZB + bBT + CBTz)C]fgcC
+ (dp + egT)CRe - 10755°, (11)

In the equation, £ is in W/K m, temperature 7 is
in °C and composition C§° is in wt%. In the
CASBOA simulation, C& represents the average
fcc composition obtained from the concentration
profile. Parameters a, b, ¢, d, e and n for copper and
different solutes were solved with the regression
analysis and their values are shown in Table 4. It is
worth noticing that for Cu—Ag, Cu-P and Cu-Sn
alloys, an artificial temperature dependency,
comparable to that of other alloys, was estimated.
This is just due to the lack of high temperature for
these alloys. In the case of phosphorus, one should
notice that Eq. (11) yields reasonable results up to
the content of 0.2 wt% P only.
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Table 4
Parameters a, b, c,d,e and n of Eq. (11) for the calculation thermal conductivity (W/K m) in pure fcc copper and binary fcc copper
alloys

a b c d e n
Cu 398.61 —0.042062 —0.0000205
Ag —-11.60 0 0 —-80.227 0.034394 0.20
Al -20.19 0.005341 0 -163.419 0.092412 0.11
Ni -7.80 0.001537 0 —63.9730 0.027815 0.039
P —274.385 0 0 —2284.447 1.856380 2.00
Sn -15.61 0 0 -126.177 0.125745 0.08
Zn -5.11 0.001901 0 —-32.046 0.030979 0.03
Table 5

Average error between the experimental and calculated thermal conductivity data for liquid and fcc phases of pure copper and copper
alloys (shown also are the number of the experimental data points and the composition and temperature ranges of the alloys)

Cu-B Phase Data points wt% B T (°C) Error (%)
Cu L 6 1100-1350 0
Cu-Ag L 2 100 1100-1250 0
Cu-Al L 2 6.5 1100-1250 4.8
Cu-Ni L 2 10 1100-1250 2.6
Cu-P L 2 0.05 1100-1250 1.4
Cu-Sn L 2 10 1100-1250 0.9
Cu-Zn L 4 5-30 1100-1250 0.4
Cu fee 10 27-927 0.1
Cu-Ag fec 1 0.1 20 0
Cu-Al fee 14 3-15 27-927 5.7
Cu-Ni fec 23 5-40 27-927 11.8
Cu-P fec 5 0-0.05 20 3.7
Cu-Sn fec 14 1.3-14 20 17.0
Cu—Zn fee 20 1-40 20-427 3.4

3.2.3. Validation of optimised thermal conductivity
data

Table 5 shows the average error between the
experimental and calculated thermal conductivity
data. The error term in the last column is defined
as 100 - Z(|k>P — k<a| /k=P) /n, where the summa-
tion covers the n experimental data points of the
system. The agreement is relatively good, when
taking into account the scatter in the original ex-
perimental data.

3.3. Density
Knowing the liquid fraction v from the CAS-

BOA simulation, the density of an alloy is calcu-
lated as

L 1— L
=/ () "

where p" and p™ are the densities of the liquid and
fcc phases. Further, Eq. (12) can be used to cal-
culate the contraction between temperatures 7;
and T» as (%) = 100[1 — p;,/pr]. For example,
by setting 7} = T11q and T = Tsor, one gets the
contraction in the whole mushy zone (mostly
compensated by the liquid feeding) and by setting
T\ = Tyzst and T, = Tsor, one gets the contraction
in the non-liquid-feeding region of the mushy
zone. In the following sections, specific functions
are optimised for p* and p, by using the exper-
imental data of literature.

3.3.1. Liquid phase

The experimental density data of pure liquid
copper [39,47-51] and binary liquid copper alloys
containing Ag, Al, Ni, P, Sn and Zn [51-54] were
fitted to the form of the following function:
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pL =dcut bCuT + CCuT2
+ (ag + bpT + cpT* + dpCy
+ e CE)CE, (13)
where p" is in kg/m?, temperature T is in °C and
composition Cj is in wt%. In the CASBOA sim-
ulation, C§ represents the nominal liquid compo-
sition  before the solidification and the
interdendritic liquid composition during the so-
lidification. Parameters a, b, c,d and e for copper
and different solutes were solved with the regres-
sion analysis and their values are shown in Table 6.
As can be seen, the binary data of liquid copper
alloys were taken from one researcher only [S1-
54]. Data are available also from other studies
[47,50,55] but as these data are only partly con-
sistent with Freeman’s data and their amount is
small, all data were decided to take from Freeman.

3.3.2. Fcc phase

Knowing the lattice spacing of the solid struc-
ture of a pure component or alloy, its density can
be calculated as p5> =103 (nM)/(NoV7) where
density p® is in kg/m?, n is the number of atoms in
the unit cell (n = 4 for the fcc structure and n = 2
for the bce structure), M is the molar weight of a
pure component or alloy in g/mol and N, is the
Avogadro’s number. Parameter V7 is the volume
of the unit cell in m* given in lattice spacing terms
kX as Vy =kX?-1073° (old method with N, =
6.060 x 10%) or in lattice spacing termsa as
Vr = a’ (new method with Ny = 6.023 x 10% and a
in m). The reader is guided to [56] to get more
detailed information of these alternative methods.

In the present study, equation pS = 1073 (nM)/
(No¥r) was used to calculate fcc density data from
the experimental lattice spacing data of pure fcc
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copper and binary fcc copper alloys [57-80]. Fcc
density data were also calculated from the experi-
mental linear thermal expansion data of binary fcc
copper alloys [42,44,46], by using relation
o= [(pro/pr)"> = 1]/(T] — Ty), where o is the
linear thermal expansion coefficient (1/K) between
temperatures 77 = 300°C and Ty = 20°C, and py,
and p;, are the densities at these temperatures.
Using all these density data, the following function
was optimised for the calculation of the density in
fce phase:

pfcc =dacy + bCuT + cCuTz

+ (aB+bBT+cBT2+dBC§C)C§C. (14)
In the equation, p™ is in kg/m?, temperature 7 is
in °C and composition CE° is in wt%. In the
CASBOA simulation, Ck° represents the average
fcc composition obtained from the concentration
profile. Parameters a,b,c¢ and d for copper and
different solutes were solved with the regression
analysis and their values are shown in Table 7.

3.3.3. Validation of optimised density data

Table 8 shows the average error between the
experimental and calculated density data. The
average error term in the last column is defined as
100 - Z(|p*P — pcal| /p=P) /n, where the summation
covers the n experimental data points of the sys-
tem. The agreement is relatively good, when taking
into account the scatter in the original experi-
mental data.

3.4. Liquid viscosity

For the calculation of liquid viscosity, in me-
tallic melts, Sichen et al. [81] proposed equation

Table 6
Parameters a, b, c,d and e of Eq. (13) for the calculation density (kg/m?) in pure liquid copper and binary liquid copper alloys
a b c d e

Cu 7552.21 1.061386 —0.000668

Ag 36.96 —-0.010704 0 —2.234942 0.095992
Al -3.91 —-0.028121 0 —11.781294 0.437851
Ni 46.86 —0.015849 0 —-0.818378 0.009665
P -3.00 —0.083823 0 —-5.037389 0.833574
Sn 2.73 0.006429 0 —-1.307482 0.023920
Zn 0.40 —0.010386 0 —0.420671 0.005943
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Table 7
Parameters a, b, ¢ and d of Eq. (14) for the calculation density (kg/m?) in pure fcc copper and binary fcc copper alloys
a b c d

Cu 8945.62 —-0.460976 —-0.0000614

Ag 493 0 0 1.152192
Al —-165.27 0.010000 0 2.523673
Ni 1.48 0.000864 0.000002 —0.025464
P —-119.48 0 0 4.743825
Sn -1.46 —-0.005569 0.000010 0.121010
Zn —-12.45 —-0.000804 0 —-0.035801

Table 8

Average error between the experimental and calculated density data for the liquid and fcc phases of pure copper and binary copper
alloys (shown also are the number of the experimental data points, and the composition and temperature ranges of the data)

Cu-B Phase Data points wt% B T (°C) Error (%)
Cu L 15 1100-1600 0.5
Cu-Ag L 23 3.6-17.5 1020-1341 0.2
Cu-Al L 30 1.8-15.1 1080-1360 0.8
Cu-Ni L 16 8.9-40.7 1168-1466 0.3
Cu-P L 32 0.03-4.9 1000-1312 0.3
Cu-Sn L 17 3.7-38.4 802-1392 0.2
Cu—Zn L 21 4.2-44.3 906-1123 0.2
Cu fce 15 18-871 0
Cu-Ag fce 16 1.3-9.5 20 0
Cu-Al fee 14 0.6-11.8 20 0.1
Cu-Ni fce 19 7.1-44.8 20400 0.1
Cu-P fce 4 0.6-1.6 20 0
Cu-Sn fce 31 0.9-15.5 20-672 0.1
Cu-Zn fee 27 0.5-39.0 20-871 0.1
hN p* In Eq. (16), AG; is the Gibbs energy of activation
n = 1000 - i exp(AG*/RT), (15) for a pure liquid component, ¢ is a correction co-

where viscosity # is in Pa s, 4 is Planck’s constant
(6.626 x 1073 J s), N is Avogadro’s number
(6.023 x 10® mol '), p* is the liquid density in
kg/m?, M is the molar weight in g/mol, AG* is the
Gibbs energy of activation in J/mol, R is the gas
constant (8.3145 J/mol K) and T is temperature in
K. Eq. (15) can be applied to binary copper melts
by calculating p“ from Eq. (13), M as M =
(1 = x5)Mc, + x5Mp (x5 is the mole fraction of
component B in the liquid phase and M; is the
molar weight of pure component i) and AG* from
equation [81]

AG =(1 —x]];)AG*Cu —l—x]];AGE +c
. L(l —x};)RTln(l —x{;) +x]]§RTlnx]]§+EGLJ.
(16)

efficient for the mixing effect on AG* (fixed in the
present study as ¢ = 0.5 to improve the correlation
between the calculated and experimental results)
and EG' is the Gibbs excess energy of the liquid
phase calculated with Eq. (A.2) of Appendix A.
Finally, one has to know the values of parameters
AG; (i=Cu, Ag, Al, Ni, P, Sn, Zn). Following the
treatment of Sichen et al., these were determined as

AG; = a+bT, (17)

where temperature 7'is in K, by setting AG* = AG;
and M = M; in Eq. (15), and by applying the ex-
perimental # and p' functions of pure liquid
components [42,82-86] in that equation. The val-
ues of parameters ¢ and b obtained for different
components are shown in Table 9. In the CAS-
BOA simulation, composition xk of Eq. (16) and
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Table 9
Parameters a and b of Eq. (17) for the calculation of the Gibbs
energy of activation of pure liquid components (J/mol)

a b
Cu 22153 20.878
Ag 18 647 24951
Al 11831 17.811
Ni 35184 17.608
Sn 5516 25.437
Zn 10021 22.660
P 12884 0

Cy of Eq. (13) equal to the nominal liquid com-
position before the solidification and the inter-
dendritic  liquid composition during the
solidification.

3.4.1. Validation of optimised liquid viscosity data

Table 10 shows the average error between the
experimental [84,87-89] and calculated liquid vis-
cosity data. The error term in the last column is
defined as 100 - (| — 5| /n*P) /n, where the
summation covers the n experimental data points
of the system. The agreement is reasonable except
for system Cu-Ni. On the other hand, due to the
big uncertainty in the viscosity measurements, it is
difficult to draw unambiguous conclusions from
the reliability of the calculated results. Besides, the
method itself is not yet so well validated, i.e., with
a sufficiently large amount of experimental data.
As an example, Sichen et al. [81] obtained good
results for binary Ag-Sn and Fe—Co systems by
using ¢ =1 in Eq. (16) whereas, in the present
study, reasonable results were obtained by fixing
¢ = 0.5. On this basis, the calculated viscosity data
should be regarded as rough approximations only.

Table 10

Average error between the experimental and calculated liquid
viscosity data for binary copper alloys (shown also are the
number of the experimental data points, and the composition
and the temperature ranges of the data)

Cu-B Data wt% B T (K) Error (%)
points

Cu 9 1358-1758 0

Cu-Ag 1 8.26 1358 9.6

Cu-Ni 2 20-40 1673 17.7

Cu-P 1 1.5 1473 4.2

Cu-Sn 3 2.92-19.22  1273-1358 5.8

4. Results of calculations

Figs. 3-8 show calculated results of enthalpy
(Fig. 3), specific heat (Fig. 4), thermal conductivity
(Fig. 5), density (Fig. 6), liquid viscosity (Fig. 7)
and interdendritic composition (Fig. 8) for pure
copper and three commercial copper alloys con-
taining 5%Al (aluminium bronze, C60800), 5%Ni
(cupronickel, C70400) and 5%Zn (gilding metal,
C21000). For each alloy, the applied cooling rate

700 T T
V¥V Liquidus

A Solidus Cu+5%NL

Cut

H (J/g)

200 L L
1000 Temperature (°C) 1150

Fig. 3. Calculated enthalpy functions H(T') for pure copper and
copper alloys containing 5 wt% Al, Ni and Zn (alloys cooled
with a rate of 7 = 10°C/s).
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Fig. 4. Calculated specific heat functions Cp(7) for pure copper
and copper alloys containing 5 wt% Al, Ni and Zn (alloys
cooled with a rate of 7 = 10°C/s).
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Fig. 5. Calculated thermal conductivity functions k(7)) for pure
copper and copper alloys containing 5 wt% Al, Ni and Zn
(alloys cooled with a rate of T = 10°C/s).
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Fig. 6. Calculated density functions p(7) for pure copper and
copper alloys c_ontaining 5 wt% Al, Ni and Zn (alloys cooled
with a rate of T =10°C/s).

of simulation was 7 = 10°C/s. Via Eq. (C.2) of
Appendix C, this resulted in dendrite arm spacings
of d=59 pm for Cu+5%Al, d=239 um for
Cu+5%Ni and d =46 pm for Cu+5%Zn, also
applied in the simulation. For pure copper, the
results represent those of equilibrium solidifica-
tion, since the present model does not deal with the
kinetics in pure substances.

Worth noting in Figs. 3-7 is the different tem-
perature range and location of the mushy zone,
causing a different discontinuity in the described

0.006 T T
“%\
B C"+5%Ni
;3‘ i 17 Cu+5%7, .
=
- p Cu+5%Al ]
i V¥ Liquidus |
A Solidus
0 1 1
1000 Temperature (°C) 1150

Fig. 7. Calculated liquid viscosity functions #(7) for pure
copper and copper alloys containing 5 wt% Al, Ni and Zn
(alloys cooled with a rate of 7 = 10°C/s).
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Fig. 8. Calculated interdendritic composition functions C!°(7)
for copper alloys containing 5 wt% Al, Ni and Zn (alloys cooled
with rates of 7' = 10°C/s and 7 = 1°CJs).

material properties in each case. Particularly
strong is the effect of 5%Al and 5%Ni alloying on
the thermal conductivity of pure copper (Fig. 5):
during the solid/liquid phase change, this is in-
creased only slightly, when compared with that of
pure copper and the Cu+ 5%Zn alloy. Alloying,
indeed, has a strong influence on the thermal
conductivity in copper. Consequently, results ob-
tained with some commercial heat transfer models
are highly dependant on that data, but of course,
on the applied enthalpy data also (Fig. 3). In the
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case of viscosity (Fig. 7), note the sudden increase
in viscosity at the solidus temperature. This is
simply due to the disappearance of the liquid
phase, i.e., the functions above the solidus describe
only the viscosity in the liquid phase, with no effect
of solid on that property.

Fig. 8 shows the microsegregation tendency in
the studied alloys. In each alloy, the uniform liquid
composition before the start of solidification was
5%. During the solidification, the disappearing
(interdendritic) liquid phase was enriched by Al
and Zn (Zn more strongly than Al) and impover-
ished by Ni. On the basis of the binary Cu-Zn,
Cu-Al and Cu-Ni phase diagrams, this can be
explained by the partition coefficient of the solutes,
yielding &**/* < 1 for Al and Zn and k" > 1 for
Ni. After the disappearance of the last liquid drop,
the interdendritic compositions of Al and Zn
“collapsed™, i.e., the structure was composition-
homogenised quite effectively. This is mainly due
to the relatively fast diffusion of Al and Zn in fcc
copper. In the case of nickel, the homogenisation
remained weaker, just due to the slow diffusion in
Ni in fce copper. The results are shown with two
cooling rates, 7 =10°C/s (solid lines) and
T = 1°C/s (broken lines) revealing that the lower
the cooling rate (i.e., more time given for the solute
diffusion) the more effective the homogenisation.
This is partly compensated by the coarser dendrite
arms (i.e., longer diffusion distances) obtained with
the lower cooling rate, but not much.

Finally, Table 11 shows the important temper-
atures and properties of pure copper and certain
binary copper alloys as a function of the cooling
rate. Worth noting in each alloy is the effect of
cooling rate on the temperature range of the
mushy zone, AT. This is increased considerably
when increasing the cooling rate. In addition, de-
pending on alloying, different properties vary quite
a lot. As an example (in the alloys of Table 11), the
mushy zone contraction, fyyg, varies from 2% to
7%, the latent heat of solidification, L, varies from
170 to 240 J/g, the thermal conductivity at the
liquidus, &k, varies from 70 to 160 W/K m and the
thermal conductivity at the solidus, k5, varies from
90 to 330 W/K m. Again, it is worth emphasizing
the role of accurate material data for a reliable a
heat transfer simulation.

5. Model validation

Table 12 shows a comparison between calcu-
lated and experimental [91] liquidus and solidus
temperature data of two binary copper alloys,
Cu+0.022%P and Cu+29.3%Zn. The agreement
is reasonable for both alloys. In addition, calcu-
lated microsegregation of Zn of the latter alloy was
compared with the experimental measurement [91]
(the microsegregation is defined as /7, = C3) /C2.,
where CIP is the mean concentration in the inter-
dendritic area and CP, is the mean concentration
in the dendrite centre area). The calculated mi-
crosegregation was IS¢ = 1.17 agreeing well with
the measured value, /55" = 1.2. For other binaries,
Cu-Ag, Cu-Al Cu-Ni and Cu-Sn, no solidus
temperature and microsegregation data of non-
equilibrium solidification seem to be available. For
liquidus temperatures, however, the CASBOA
model gives a good estimation in each of the
considered binaries, Cu-B (B=Ag, Al, Ni, P, Sn,
Zn). This prediction originates in the accurate
thermodynamic assessments of these binaries, ta-
ken from the literature.

6. Summary

Theory and the aims of a thermodynamic—ki-
netic solidification model for binary copper alloys
containing Ag, Al, Ni, P, Sn and Zn have been
presented. The model simulates the fcc/liquid
phase change and the related solute redistribution,
depending on the alloy composition, cooling rate
and dendrite arm spacing. The simulation is based
on the use of thermodynamic chemical-potential-
equality determining the thermodynamic equilib-
rium at the phase interface, solute material balance
equation related to the movement of the fec/liquid
phase interface and Fick’s diffusion laws simulat-
ing the solute diffusion in the fcc phase. The
calculations are made stepwise in one-volume-
element located on the side of a dendrite arm by
assuming a hexagonal arrangement for dendrite
arms and conditions with negligible convection. As
a result, one gets the phase fractions and compo-
sitions as a function of temperature.



Table 11

Important temperatures and properties of pure copper and binary copper alloys as a function of cooling rate 7 liquidus temperature (7i1q), eutectic or peritectic
temperature (7pua ), solidus temperature (7sor ), solidification range (AT), contraction between liquidus and solidus (fyyg), contraction between zero-strength point and
solidus (f,sr), latent heat of solidification (L), thermal conductivity at liquidus (k1q) and thermal conductivity at solidus (ksor)*

Alloy T (°Cls) d (um) Tuq (°C)  Teua (°C)  Tsor (°C) AT (°C) Buus () Bzst (%0) L J/g) kg (W/K m)  ksor (W/K m)
Pure Cu 0 - 1085 - 1085 0 5.44 - 209 163 329
Cu+ 1%Ag 0 - 1079 - 1059 20 5.36 0.88 206 163 292
1%Ag 1 66 1079 - 1028 51 5.56 1.04 206 163 295
1%Ag 10 31 1079 - 1015 64 5.65 1.13 206 163 296
1%Ag 100 14 1079 - 1000 79 5.75 1.23 206 163 297
Cu+ 5%Ag 0 - 1057 - 963 95 5.71 1.19 196 164 258
S%Ag 1 36 1057 - 897 160 6.20 1.57 196 164 262
S%Ag 10 17 1057 - 826 232 6.80 2.12 197 164 268
S%Ag 100 8 1057 777 764 293 7.59 2.88 191 164 262
Cu + 1%Al 0 - 1086 - 1086 0 4.23 0.69 206 146 265
1%A1 1 147 1086 — 1086 0 4.23 0.69 206 146 265
1%A1 10 69 1086 - 1086 0 4.23 0.69 206 146 265
1%A1 100 32 1086 - 1086 0 4.23 0.69 206 146 265
Cu + 5%Al 0 - 1071 - 1067 4 2.09 0.33 198 99 166
5%A1 1 126 1071 - 1060 10 2.13 0.36 198 99 166
5%A1 10 59 1071 - 1059 12 2.14 0.37 198 99 166
5%Al1 100 28 1071 - 1057 14 2.16 0.39 198 99 166
Cu + 5%Ni 0 - 1117 - 1106 11 4.19 0.74 216 113 190
5%Ni 1 82 1117 — 1090 27 4.29 0.84 216 113 190
5%Ni 10 39 1117 - 1089 28 4.30 0.85 216 113 190
5%Ni 100 18 1117 - 1088 28 4.30 0.85 216 113 190
Cu + 25%Ni 0 - 1225 - 1182 42 3.01 0.48 242 71 88
25%Ni 1 42 1225 — 1142 82 3.23 0.60 242 71 87
25%Ni 10 20 1225 - 1131 94 3.29 0.65 242 71 87
25%Ni 100 9 1225 — 1122 103 3.33 0.69 242 71 87
Cu+0.01%P 0 - 1084 - 1082 2 543 0.90 209 159 323
0.01%P 1 174 1084 — 1069 15 5.52 0.99 209 159 325
0.01%P 10 82 1084 - 1067 18 5.54 1.01 209 159 325
0.01%P 100 38 1084 — 1064 21 5.55 1.03 209 159 326
Cu +0.05%P 0 - 1084 - 1072 12 5.49 0.95 208 140 304
0.05%P 1 172 1084 — 1032 52 5.76 1.22 208 140 308
0.05%P 10 81 1084 - 1020 63 5.83 1.30 208 140 309
0.05%P 100 38 1084 — 1007 77 5.92 1.39 208 140 310
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Table 11 (Continued)

Alloy T (°Cls) d (pm) Tug (°C)  Teua (°C)  TsoL (°C) AT (°C) Brus () Bzst (%) L J/g) kg (W/K m)  ksor (W/K m)
Cu +1%Sn 0 - 1078 - 1020 58 5.75 1.12 205 147 320
1%Sn 1 158 1078 - 924 155 6.35 1.71 205 147 319
1%Sn 10 74 1078 - 891 188 6.55 1.92 205 147 319
1%Sn 100 35 1078 - 852 227 6.79 2.16 205 147 319
Cu + 5%Sn 0 - 1048 - 910 137 6.30 1.41 193 103 242
5%8Sn 1 106 1048 797 790 257 6.96 1.98 193 103 219
5%Sn 10 50 1048 797 784 264 7.00 2.00 193 103 220
5%Sn 100 23 1048 797 779 269 7.02 2.00 193 103 220
Cu + 5%Zn 0 - 1067 - 1061 7 5.49 0.91 203 105 317
5%2Zn 1 98 1067 — 1047 20 5.58 0.98 203 105 317
5%2Zn 10 46 1067 - 1044 23 5.60 1.00 203 105 317
5%Zn 100 21 1067 — 1041 26 5.62 1.02 203 105 317
Cu + 30%Zn 0 - 949 - 919 31 7.26 1.26 173 68 227
30%Zn 1 53 949 — 905 44 7.36 1.31 173 68 226
30%Zn 10 25 949 902 901 48 7.34 1.26 173 68 225
30%2Zn 100 12 949 902 899 50 7.37 1.27 173 68 225

“In the table, a zero-value cooling rate denotes equilibrium solidification. The secondary dendrite arm spacing d was calculated by Eq. (C.2) of Appendix C.
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Table 12
Experimental [91] and calculated liquidus and solidus temperatures of Cu+0.022%P and Cu+29.3%Zn alloys
Alloy T (°Cls) d, (um) Tiq (°C) TsoL (°C)
Exp. Cal. Exp. Cal.
Cu +0.022%P 0.5 220 1082 1084 1065 1058
1.2 180 1082 1084 1055 1054
Cu+29.3%Zn 0.5 160 952 953 885 892
0.9 150 952 953 880 885

In addition, by using experimental data of litera-
ture, specific formulas were optimised to calculate
important solidification-related thermophysical
material properties for the mentioned copper alloys.
The formulas are heavily based on the use of the
base model, which solve the phase fractions and
compositions needed in these calculations. With
these formulas, enthalpy, specific heat, thermal
conductivity, density and viscosity can be calcu-
lated from the liquid state down to room tempera-
ture, taking into account the phase change
discontinuity at a specific temperature range influ-
enced by the alloy composition and cooling.

Sample calculations were presented for pure
copper and binary copper alloys showing the
strong influence of alloying on the thermophysical
material data, especially thermal conductivity. No
less important is the role of cooling rate deter-
mining the solidification range and thus, the dis-
continuity in the material property in the mushy
zone region. On this basis, it is clear that a reliable
heat transfer simulation is not possible without
accurately determined, temperature dependant
thermophysical material data. The calculations
were also compared with some experimental data
of solidification. The comparison was made for the
solidification range and the solute microsegrega-
tion in Cu+0.022%P and Cu+29.3%Zn alloys
showing reasonable agreement between the calcu-
lated and experimental results.
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Appendix A. Substitutional solution model and data

The molar Gibbs energy of a binary substitu-
tional solution phase is expressed as

2

> (06 =G + (G — HF)]

i=1

G =

2
+RT > xlInx! +FG?, (A1)

i=1

where i = 1 denotes Cu and i =2 denotes com-
ponent B. The first and the second summations
represent the mechanical mixture of pure compo-
nents and the contribution of mixing entropy, re-
spectively. The third term, FG?, is the Gibbs excess
energy expressed for a binary Cu-B phase as

PGP = (1 = xppLE g (A.2)

In Eq. (A.1), °G? —° G is the Gibbs energy of a
pure component in phase ¢ expressed relative to
the reference phase of the component, 6, and
0GY — HSER is the Gibbs energy of the component
in its reference phase expressed relative to the
enthalpy of the SER state [92] (the reference phase
for the component at 298.15 K). In Eq. (A.2),
parameter L{, , describing the interaction between
Cu and component B can be a function of tem-
perature and composition. Finally, knowing the
molar Gibbs energy of Eq. (A.l), the chemical
potential of component i can be solved as

Zx

where i = 1 denotes Cu and i = 2 denotes compo-
nent B. In the CASBOA model, the chemical po-
tentials are used to determine the thermodynamic
equilibrium at the fcc/L interface, as shown by

1 = G? 4 0G? Jox? (G /ax?), (A.3)
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Egs. (1) and (2). In addition, parameter G* of Eq. The present databank of the CASBOA model
(A.1)is used to calculate enthalpy and heat capacity contains thermodynamic substitutional solution
as shown by Egs. (5) and (6), and parameter *G? of data for the liquid and fcc phases of binary Cu-B
Eq. (A.2) for liquid is used to calculate the liquid systems with B=Ag, Al, Ni, P, Sn and Zn. The

viscosity as shown by Egs. (15) and (16). Note that reference phases (0) of the components are the same
in any derived equation, one can set xc, = 1 — xp. as those of the SGTE database [92]. The adopted
Table 13
Gibbs energies (J/mol) of pure components in their reference phases (0) expressed relative to the SER state (H5ER) [91]*
i Set Function Temperature range
X)
Cu 1 —13542.03 + 183.80387 — 31.38T In T + 3.642E + 29/T° T < 3200
2 —7770.458 + 130.4852T — 24.11239T In T — 2.65684E — 0372 T < 1358
+1.29223E — 0773+ 52478/T
Ag 1 —15095.25 + 190.2664T — 33.472T In T + 1.412E +29/T° T < 3000
2 —7209.512 + 118.2027 — 23.84633T In T — 1.790585E — 037> T <1235
—3.98587E — 0773 — 12011/T
Al 1 —11278.38 + 188.6841T — 31.74819T In T — 1.231E + 28/T° T < 2900
2 —6651.502 + 107.17 — 19.35411TIn T — 1.033351E — 027° T <933
+1.833441E — 06T° — 1.823694E — 197" + 8839.191/T (S)
Ni 1 —27840.65 +279.135T — 43.1T In T + 1.12754E + 31/7° T < 3000
2 —5179.159 + 117.854T — 22.096T In T — 0.00484077> T < 1728
P 1 —8093 + 135.897 — 26.326T In T T < 3000
2 —9587.448 + 152.3415T — 28.73353T In T + 1.715669E — 03T* T < 1000
—2.2829E — 07T + 172966/T
Sn 1 —4215.867 +97.32976T — 22.42609T In T — 3.991321E — 037* T < 2000
+5.022911E — 0773 — 7.856303E — 2277 — 504285/ T (S)
2 —5855.135 + 65.44331T — 15.961TIn T — 0.018870272 T < 505
+3.121167E — 06T° — 61960/ T
Zn 1 —11070.56 + 172.3457T — 31.38T In T + 4.7051E + 26/T° T < 3000
—7285.787 + 118.4701T7 — 23.70131TIn T T <693

—1.712034E — 03T — 1.264963F — 06T*

* The parameter equals to expression °G? — HSER of Eq. (A.1). For each component, two functions (sets 1 and 2) are given. Symbol S
denotes a simplified expression.

Table 14
Gibbs energies (J/mol) of pure components in the liquid phase expressed relative to their reference phases (6) [91]*
i Set Function Temperature range (K)
Cu 1 13495.48 — 9.922344T — 3.642E +29/T° T < 3200
2 12964.74 — 9.511904T — 5.849E — 2177 T < 1358
Ag 1 11508.14 — 9.301747T — 1.412E +29/T° T < 2900
2 11025.08 — 8.8910217 — 1.034E — 2077 T <1235
Al 1 10482.38 — 11.25397T + 1.231E + 28/T° T <2900
2 11005.03 — 11.84187T + 7.934E — 207" T <933
Ni 1 18290.88 — 10.537T — 1.12754E + 31/T° T < 3000
2 16414.69 — 9.397T — 3.82318E — 217”7 T <1728
P 1 860.626 — 2.584958T T < 3000
2 2354.999 — 19.049617 + 2.40753TIn T T < 1000
—1.715669E — 0372 + 2.2829E — 0773 — 172966/T
Sn 1 6971.587 — 13.81438T + 1.2307E + 25/T° T < 3000
2 7103.092 — 14.08777T + 1.47031E — 1877 T < 505
Zn 1 7450.123 — 10.73623T — 4.70657E + 26/ T° T < 3000
2 7157.27 — 10.29234T — 3.58652E — 1977 T <693

#The parameter equals to expression ‘G- — °G? of Eq. (A.1). For each component, two functions (sets 1 and 2) are given.
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Table 15

Gibbs energies (J/mol) of pure components in the fcc phase expressed relative to their reference phases (6) [92]*

i Set Function Temperature range (K)

Cu 1 0 T < 3200

Ag 1 0 T < 3000

Al 1 0 T < 2900

Ni 1 0 T < 3000

P 1 —74027.9 + 936.5915T — 133.1811T In T + 8.020637E — 027> T < 2000
—9.02059E — 067" + 8.898341E — 2177 + 1.13517E + 07/T (S)

2 23542.78 — 63.58124T + 10.37041T In T — 5.109667E — 037> T < 1000

—1.184678E — 06T3 + 7.780598E — 207" — 254210.7/T (S)

Sn 1 4150 - 5.2T T < 3000

Zn 1 2969.82 — 1.56968T T < 3000

*The parameter equals to expression °G — °G® of Eq. (A.1). For each component, one or two expressions are given. Symbol S

denotes a simplified expression.

Table 16
Binary interaction parameters Lcyg = f(7,xp) (J/mol) in the liquid phase
CuB Expression References
Cu-Ag (15200 — 2.4T) + (1800 — .8T)(1 — 2x4,) + (—1.5T)(1 foAg)z [94]
Cu-Al (—66622 + 8.1T) + (—46800 + 90.8T — 10T In T)(1 — 2xa;) + (—2812)(1 — 2xa))° [95]
Cu-Ni (12049 + 1.299T) + (—1862 + .942T)(1 — 2xni) [95]
Cu-P (=314121 4 162.321T) + (120596 — 98.609T) (1 — 2xp) [96]
Cu-Sn (—9003 — 5.838T) + (—20100 + 3.637T)(1 — 2xs,) + (—10528)(1 — 2x5, ) [93]
Cu—Zn (—40696 + 12.653T) + (4403 — 6.554T) (1 — 2xz,) + (7818 — 3.254T) (1 — 2xz,)° [95]
Table 17
Binary interaction parameters Lcyg = f(7,xp) (J/mol) in the fcc phase
CuB Expression References
Cu-Ag (40600 — 15T) + (—9000 + 127)(1 — 2xa) [94]
Cu-Al (=53520 + 2T) + (—38590 + 2T)(1 — 2xa;) + (1170)(1 — 2xa;)? [95]
Cu-Ni (8048 + 3.422T) + (—2041 + .997T)(1 — 2xi) [95]
Cu-P (—168456 + 45.0027T) [96]
Cu-Sn (—10672 — 1.484T) + (—15331 4 6.954T)(1 — 2xs,) [93]
Cu-Zn (—42804 + 10.023T) + (2936 — 3.053T) (1 — 2xz4) + (9034 — 5.393T)(1 — 2x,)° [95]
data are based on the recent thermodynamic as- 0

5 Dy = Dy’ exp(~Q3/RT), (B.1)

sessments of copper-based systems [92-96] and are
shown in Tables 13-17. In Tables 13 and 15,
the parameter expression is equipped with sym-
bol S to indicate that the temperature function of
the original parameter expression [92] has been
simplified.

Appendix B. Optimised solute diffusion data and its
validation

The diffusion coefficient of the solute, Dﬁ(cmz/s),
is typically presented by the Arrhenius equation as

where DY is the pre-exponential diffusion coeffi-
cient (cm? /s), Qﬁ is the activation energy (J/mol),
R is the gas constant (8.3145 J/Kmol) and T is
temperature (K). As this equation takes no ac-
count of the alloy composition, a specific compo-
sition term was recently added in it [6], based on
the experimental data [97-102]. For binary copper
alloys containing Ag, Al, Ni, P, Sn or Zn, the new
equation takes the form

_Oh ey

Dy = Dy’ exp |

(B.2)
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Table 18
Parameters D%,QB and by of Eq. (B.2) for the calculation of
diffusion coefficients Dy in binary fcc copper alloys

Table 20
Parameters ag and bg of Eq. (C.2) for the calculation of the
secondary dendrite arm spacing in binary copper alloys

Solute B DY (cm?/s) Op (J/mol) by (J/mol) Solute B ag by
Ag 0.1928 183509 -110127 Ag —-0.9725 0.3
Al 0.5223 196 153 -173705 Al -0.1718 0.4
Ni 0.3603 214170 50293 Ni —-0.3952 0.4
P 0.00305 136000 0 P -0.3 1
Sn 0.0393 160 548 —241988 Sn -0.1 1
Zn 0.2573 188118 -107328 Zn —0.3096 0.4

Table 19

Average error between the experimental and calculated solute Table 21

diffusion data in binary fcc copper alloys (shown also are the
number of the experimental data points, and the composition
and temperature ranges of the data)

Cu-B Data at.% B T (°C) Error (%)
points

Cu-Ag 45 0-2 701-1000 0.3

Cu-Al 42 0-10 704-1004 0.2

Cu-Ni 27 040 947-1054 0.3

Cu-Sn 41 0-7 731-832 0.3

Cu—Zn 25 6-27 700-910 0.6

where xp is the solute composition in mole fraction
and by is a coefficient describing the effect of solute
on its activation energy (J/mol). The optimised
parameters of Eq. (B.2) for binary fcc copper alloys
are presented in Table 18. Table 19 shows the av-
erage error (in %) between the experimental and
calculated solute diffusion data in the fcc phase. The
average error term in the last column is defined as
100 - X(| log(D™) — log(DE)/| log(D{™)]) /n,

where the summation covers the n experimental
data points available for the system. The agreement
is relatively good the average error being less than
0.5 pct for any system. A complete description of
this optimisation is shown in the earlier report [6].

Appendix C. Optimised dendrite arm spacing data
and its validation

The secondary dendrite arm spacing d(pm)
depends on the cooling rate 7'(°C/s) according to
the following empirical equation [103]:

dzia‘Tin, (Cl)

where ¢ and #n are the constants. The experimental
value of exponent n typically varies between 0.33

Average error between the experimental and calculated dendrite
arm spacing data in binary copper alloys (shown also are the
number of the experimental data points, and the composition
and cooling rate ranges of the data)

Cu-B Data wt% B T (°Cls) Error (%)
points
Cu-Ag 3 0.5 0.25-2 2.1
Cu-Ag 3 1 0.25-2 2.1
Cu-Ag 3 5 0.25-2 8.2
Cu-Ni 1 0.9 0.83 33.7
Cu-Ni 3 30 0.2-2 5.0
Cu-P 3 0.022 0.1-1.2 4.1
Cu-Sn 2 10 0.37-0.85 2.1
Cu-Sn 1 19.3 590 6.4
Cu—Zn 1 1 0.83 27.5
Cu-Zn 6 35 56-233 17.6
Cu—Zn 3 36.2 0.1-0.8 13.8

and 0.5 whereas the theoretical value is 1/3 [104].
As this equation takes no account of the alloy
composition, a specific composition term was re-
cently added in it [6], based on experimental data
[91,105,106,90,107-109]. For binary copper alloys
containing Ag, Al, Ni, P, Sn or Zn, the new
equation takes the form

dy = 175 T7°3 exp(agChP), (C.2)

where Cy is the solute composition in wt%, and ag
and bp are the optimised parameters presented in
Table 20. Table 21 shows the average error (in %)
between the experimental and calculated dendrite
arm spacing data in binary copper alloys. The
average error term in the last column is defined as
100 - 2(|d5 — d5*|/d5*") /n, where the summation
covers the n experimental data points available for
the alloy. The agreement is reasonable although
more data would have been necessary to get a
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reliable description at a larger cooling rate region.
A complete description of this optimisation is
shown in the earlier report [6].
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